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Abstract

In what follows we recall the basic notions of the theory of limit cycles of plane
analytic vector field and illustrate them in the case of the Liénard equation.
The main purpose of this treatise is to (re)prove the fundamental result of
G.S.Rychkov from 1975 that the Liénard equation with an even degree 4
polynomial coefficient at the first derivative has at most 2 limit cycles. We
complement this result with our numerical study of the dependence of the
number of limit cycles of this special equation on two natural parameters.
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Introduction

In this master thesis we study the so called Liénard equation &+ f(z)z+xz = 0,
a non-linear differential equation with f(x) a polynomial. There is a vast
amount of literature about this equation which may be considered as fairly
well studied. Any second order differential equation corresponds in a natural
way to a planar vector field and so we may consider this thesis as a study in
the geometry of differential equations. There are many interesting questions
and unsolved problems within this area of research. One of the most difficult
among these has been Hilbert’s 16th problem, which may be posed as three
different questions:

1. Does a polynomial vector field in the plane have only a finite number
of limit cycles?

2. Is the number of limit cycles of a polynomial vector field bounded above by
a constant depending only on the degree of the polynomials?

Let us denote this constant by H(n), where n is the degree of the vector
field. The third problem is then:

3. Give an upper bound to the constant H(n).

The first of these problems have been answered affirmatively by Il’'yashenko
and Ecalle independently (see [2] p.115). The second, and consequently also
the third, problem is still unsolved. It has been suggested that in order to
make some progress concerning these questions one might study some spe-
cial case of a planar vector field. Liénard’s equation is an example of such
a vector field. One can vary the degree and the coefficients of the polyno-
mial f(z) and try to deduce some general results on the behavior of vector
fields associated with the Liénard equation. This is actually a good way to
get acquainted with the subject and to get a feeling for the deep underlying
difficulties. We note that even though the Liénard equation is well studied,



problem 2 above is still unsolved even for this specific family of vector fields.

We have restricted our attention to the specific equation
i+ p(z? —a)(2® —b)i+z=0.

One may scale the parameter b to 1 and so the behavior of this equation
essentially depends on the 2 parameters 1 and a. The goal has been to ex-
hibit the main traits of the bifurcation curve with respect to the number of
limit cycles, i.e how many periodic solutions does the differential equation
have for given values of p and a. This is done in chapter 4. In Chapter 1 we
present the basic theory needed on second order differential equations, such
as the stability concepts for equilibria. The main tools are Liapunov’s first
and second method. In Chapter 2 we present the definition of a limit cycle
and its stability. We briefly introduce the reader to the theory of generalized
rotated vector fields which will be needed essentially in chapter 4. Chapter
3 is devoted to the general Liénard equation with applications to the special
case of van der Pol. Finally, in chapter 4 we apply all the theory presented
in earlier chapters in our own study of the specific equation mentioned above.

It has been our aim to produce a self-contained introduction to this topic

which may inspire to further reading in this very interesting and never end-
ing research area.

Sodermalm, 23 October 2006



Chapter 1

Preliminaries and Basic concepts

1.1 Ordinary differential equations and systems
of first order equations

An ordinary differential equation is an equation of the form

d'x d" 'z d" % dx
ey — t] =0. 1.1.1
/ (dt"’ a1 dm=2 " g ) (1.1.1)

If we to the above equation add the conditions % t=to = bi, 1=0,...,n—1
then we call it a differential equation with initial conditions , or briefly, an
initial value problem. The number n above is called the order of the differ-
ential equation. If the function f is linear in ‘gtf, t = 1,...,n, then we say
that the differential equation is linear. The reason for this is as follows. If
x1(t) and x5(t) are two solutions of a linear differential equation, then so is
x(t) = x1(t) +x2(t) as can readily be seen by plugging in z(¢) into (1.1.1) and
using the linearity of the differential operator and the function f. A differen-
tial equation which is not linear is said to be nonlinear. If the function f is
independent of ¢, then we say that the differential equation is autonomous.
In this paper we shall mainly be concerned with homogeneous second or-
der, nonlinear, autonomous differential equations. It is however instructive
to give some background theory for the linear equations as well since this
theory, as we shall presently see, forms a natural basis for the theory of non-
linear equations.

Differential equations occur frequently in all kinds of scientific research. Since
the differential operator measures the rate of change of "well behaved" func-
tions it is only natural that we should use differential equations as models for
various phenomena occurring in nature and in society. The thinking which

leads to a differential equation acting as a model suggests at the same time
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that this differential equation can be solved. Putting some suitable condi-
tions on the solution also renders it highly plausible that the solution is in fact
unique. It is of course desirable to exhibit a mathematical proof which gives
sufficient conditions for the existence of a unique solution to an arbitrary
initial value problem. Beside the question of existence and uniqueness of so-
lutions there is also the question about the dependency of the solution on the
initial data. If we for instance drop a stone from a slightly different altitude,
we expect the kinetic energy and the velocity to change very little. This is,
roughly, what is meant by the solution being continuously dependent on the
initial data. The following classical theorem gives a general condition under
which we can be certain from a mathematical viewpoint that the solutions
to a first order differential equation are well behaved.

Theorem 1.1.1. (see Theorem 1 in [1], pp.34-38) Suppose that the function
f(x,t) satisfies a Lipschitz condition in a region Q C R? around the point
(xo,to). Then there exists an unique solution in S for the equation & = f(x,t)
such that z(ty) = xo. Moreover, the solution will be continuously dependent
on the initial data.

A Lipschitz condition is as following.

Definition 1.1.2. Let f(x,t) be a real function on R x R. We say that
f(z,t) satisfies a Lipschitz condition in  C R x R if there exist a constant
K such that

(z,1), (y, 1) € = [f(z,1) = [(y,1)] < K|z —y]

Ezample 1.1.3. Consider the function f(z,t) = z*?. Let Q be a bounded
subset of R?%. Then any element (z,t) € Q will satisfy |z| < K3, [t] < K> for
some constants K, Ky. We get

(2, t) = fly, )] = [£2(2* = y*)] < Fo7|(2 + y)(z — y)| <

< Ko (Jz] + [y])|e — y| < 2KaK7 e — )|

and so f(z,t) satisfies a Lipschitz condition in 2. On the other hand, if Q is
open and unbounded f(x,t) will not satisfy a Lipschitz condition in

We shall not give a proof of theorem 1.1.1, conveniently referring the
reader to [1]. It is however worth noticing that definition 1.1.2 and theorem
1.1.1 is easily adapted for vector valued functions

f(x,t) = (fi(x,t),..., fu(x,1), x=(21,...,2,),
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and it is in fact a "simple" matter to generalize theorem 1.1.1 to such func-
tions. The key is to notice that the proof basically utilizes the general lan-
guage of metric spaces, i.e the concepts of distance, convergence, uniform
continuity etc. Notice that theorem 1.1.1 thus also becomes generalized to
higher order "scalar" equations. Indeed, theorem 1.1.1 restated for vector
valued differential equations x = f(x, ) is a statement about systems of first
order differential equations

(cil_f = fl(.l‘l, ce ,J,’n,t)

(1.1.2)
fl—f = folx1, ... 2p,t).
But any higher order differential equation can be transformed into a system
of first order equations by making the following change of variables. We
consider equation (1.1.1) and put

T =1
dr _
a =Y (1.1.3)
m—1
((iithf = Yn-
For the sake of clarity, let us suppose that
d'x d" 'z dx d"x dlx dx
f( Tt) = — F a1 () —— + ... Far1(t)— + ao(t)z .

At dtn=17 77 dt dtn—1 dt

The first order system corresponding to the scalar equation is then given by

(dyr _

a Y2

ddif =Y

W= (1.1.4)
(2 — () — o — a1 () — ao(t)yn.

Since we have a theorem for the "well behavedness" of solutions to first
order systems we immediately get the same result for higher order ordinary
differential equations. The change of variables (1.1.3) will be referred to as
the canonical transformation.

The reader may complain about the fact that we have tacitly assumed at

least one of the derivatives f;f to be obtainable from the equation
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f (g;—f, s ‘fl—f, x,t) = 01in a closed form. What is in fact needed is some kind of
condition on f which ensures that one of the derivatives is at least implicitly
defined as a function of the other derivatives by the equation f = 0. The

following fundamental theorem gives us such a condition:

Theorem 1.1.4. (Implicit function Theorem, see Theorem 9.28 in [11],
pp.224-227) Let f(x1,...,x,) be a real valued function and suppose that all the

partial derivatives aaj exists and are continuous in some open set U C R™.

Suppose further that %\p #0,p=(a,..,a,) € U, for some1 < j < n.
Then the equation f(x1,...,z,) = f(p) defines x; implicitly as a function of
the other n — 1 wvariables in some neighborhood V- C U of p.

Notice that this is a local theorem. In order for Theorem 1.1.1 to be gen-
eralized to higher order equations we thus need to require that at no point
do all the partial derivatives of f vanish. We will make use of this theorem
in some of the reasoning in chapter 3.

Since we are going to deal with second order differential equations the canon-
ical transformation will actually make our problems concerning these equa-
tions equivalent to dealing with vector fields in the plane. This is indeed very
convenient since it allows one to utilize a lot of plane geometric reasoning.
A general 2-dimensional system is of the form

@ — flx,y,t)
dt 1.1.5
{‘2—? = g(z,y,1). (15)

If the functions f(z,y,t) and g(z,y,t) are not autonomous, then the vector
field being defined by (fl—f, fl—i’) will change with time. This means that if we
drop a particle somewhere in the plane and let the vector field act on it, i.e
the particle starts moving in the direction of the field, then the motion of
the particle will depend not only on its initial position but also on the initial
time. If we assume that the system is autonomous, then the motion of the
particle will only be dependent upon its initial position since the vector field

will be constant with respect to time. Some basic concepts:

1. By a trajectory we mean the geometrical curve in the phase plane!
associated with a solution to the first order system (1.1.5). These will be
denoted by the letter v and if P denotes a point in the phase space, then vp
denotes the trajectory passing through P. If we wish to emphasize time as

!The phase plane is merely the plane in which we are viewing the vector field. That is,
the phase plane is the (z,y)-plane where y = ‘fl—f.
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parameterizing the trajectory we write ().

2. If we on the other hand want to emphasize the "analytical" properties of
solutions, viewing them as functions z(¢)?, then we will refer to the motion
of the system. This distinction is thus mainly used to give clear signals where
we wish to use geometrical as opposed to analytical reasoning, but in the end
a motion and a trajectory is of course the same thing.

3. A trajectory will sometimes be called an orbit. If an orbit passes through a
point P, then the forward orbit from P, denoted by O(P, +) or v}, is defined
to be the part of yp lying after P with increasing time (that is, if yp(ty) = P,
then v} = {vp(t)| t > to}). Analogously we define the backward orbit from
P to be the part of vp lying before P with increasing time and we denote it
by O(P, —) or vp.

4. A point in the phase plane is called critical, or an equilibrium, if it
satisfies Z(t) = y(t) = 0 for some value of ¢. A trajectory in an autonomous
field passing through a critical point at some point ¢, will have to stay there
for all ¢ > ty. But this is independent of the direction of time and so no
trajectory which contains regular (i.e noncritical) points will pass through
a critical point. The critical points are thus trajectories corresponding to
trivial solutions.

One important property which is characteristic for the geometry of the plane
is described in the following theorem

Theorem 1.1.5. (Jordan’s lemma) Let § be a simple closed path in R%. Then
0 divides the plane into two open, disjoint, connected sets. One of them is
bounded and the other one is unbounded.

Suppose that a trajectory v forms a simple closed curve. Theorem 1.1.1
tells us that in any polynomial vector field trajectories cannot cross or even
lie tangential to each other. This means that no orbit can cross v from the
inside out or from the outside in . In the plane there is thus a certain rigid-
ity which we loose when going into higher dimensions. The motions being
continuously dependent on the initial data means geometrically: let P be a
regular point such that yp(0) = P. Then, for any € > 0, T" > 0, there exist
d > 0 such that |yo(t) —yp(t)| < e for all 0 < ¢ < T where () is an arbitrary

2a solution to a system is in general of the form (z(t),y(t)), but all the actual systems
which will be studied later on will come from ordinary differential equations and so we
will always have y(t) = &(t) (perhaps after some topological transformation) which means
that the solution is completely given by x(t)
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regular point at a distance less than 0 from P. Roughly speaking, the vector
field is locally pointing in the same direction.

Consider the 2-dimensional autonomous system

{%:me (1.1.6)

W= Q(x,y)
where P(z,y), Q(z,y) are polynomials. The slope of the trajectories is given
by

dy _ Q(z,y)

de  P(z,y)

It is of course an algebraic matter to find the zeroes of P and @), which thus
helps one to identify all the critical points and the location of the trajectories

local extreme points (i.e where % or Z—; vanish). We can also introduce a
change of variables transforming (1.1.6) into polar coordinates (r,f). One

may then look for regions in the phase plane where Z—I is of constant sign
(trajectories either moving closer to or farther away from the origin) or where
fl—f = 0 (trajectories consist of straight rays) respectively Z—f is of constant sign

(trajectories "spiral" around the origin). Introducing the polar coordinates

{x(t) = r(t) cos 0(t)
= r(t)sinf(t)

we obtain the relations

de _ dedr | dwob _ s
{E =5 1T 360 =7rcosf —Orsinf

dy _ dyor | 000

i = oo = rsinf + 0r cosd

00 ot

Substituting into (1.1.6) yields

icosf — Orsin = P(rcosf, rsin6)
7sin @ + r cos = Q(r cos f, r sin )

Multiplying the first row by cosf and the second by sinf and adding the
resulting equations we find

7= P(rcosf,rsinf)cos + Q(rcosf,rsinf)sinf

and similarly we can obtain the expression

]
0 =—[Q(rcosf,rsinf)costd — P(rcosf,rsinf)sinf] .
r
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1.2 2-dimensional linear systems and the con-
cepts of stability

A linear homogeneous 2-dimensional system has the form

d_x p—
{dt az + by (1.2.1)

dy _
& =cr+dy

and so we can utilize matrix notation and write

()-(:)

: : : b : .
where A is the coefficient matrix ( CCL ) Setting x = (x,y) we can write

d
this even more compactly as x = Ax. What information can we get about
the motions for this system from the matrix A? Before we answer this ques-
tion it is a good idea to characterize some of the behavior which a solution
to any system x = f(x) may exhibit.

The local behavior of an analytical vector field is only interesting near crit-
ical points. If we are looking at a (small) domain consisting of only regular
points, then for any proper subdomain there exists a topological transfor-
mation which maps the trajectories into straight lines (see [10], pp.30-32).
The local behavior is thus trivial except near critical points. Assume that
P = (x0,10) is an isolated critical point (we shall in fact always assume that
critical points are isolated). Since a critical point corresponds to the zero
vector the vectors lying close to it may point in any direction. It is intu-
itively clear that any motion initiated close to P may either stay close to it
or tend away from it. It might of course happen that some motion initiated
close to P first tends away from it for some time and then gets closer to P
again. This gives some motivation for the following definition.

Definition 1.2.1.

1. An equilibrium point P is stable if there exists an ¢ > 0 with the
following property: for every R < € there exists an r, 0 < r < R, such
that if v(0) is inside B(P,r)3, then v(¢) is inside B(P, R) for all ¢ > 0.

2. An equilibrium point P is called attractive if there exists r > 0 such
that any trajectory which satisfies 7(0) € B(P, r) also satisfies
tlim |P —~(t)] = 0.

3We denote by B(x,7) the open neighborhood of all points with distance < r from x.
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3. An equilibrium point P is asymptotically stable whenever it is stable
and attractive.

4. An equilibrium point P is marginally stable if it is stable but not
attractive.

5. An equilibrium point P is unstable, repelling, asymptotically unstable
if the change of variables t — —t renders it stable, attractive or
asymptotically stable respectively.

Figure 1.1: An illustration of the concept of stability. The geometrical mean-
ing is that starting close to a critical point implies staying close to it.

We give some examples below of various systems with different kinds of
equilibrium points. It is interesting to notice that the concepts of attractive
equilibrium and stable equilibrium are independent of each other, as can be
seen from example 1.2.4.

As long as we study a single isolated critical point from an abstract point of
view we may always assume it is located at the origin. Before stating the
main theorem connecting the behavior of trajectories near critical points in
linear systems with the matrix defining that system we first make a more
careful characterization of critical points than the ones given in definition
1.2.1.

If the trajectories lying close to the origin tend to it, or away from it, as-
ymptotically along a set of straight lines through the origin, then the origin

17



is called a node. If the set of solutions falls into two categories, a set which
tends to the origin and a set which tends away from the origin (asymptoti-
cally along a set of lines through the origin), then we say that the origin is
a saddle node. If there are trajectories which spiral toward, or away from
the origin then we call it a focus. Since different trajectories cannot have
a common point of contact we see that the concepts of node and focus are
mutually exclusive. Finally, if all motions are periodic, i.e if all trajectories
are closed paths around the origin, then we call O a center.

4 1
~ S ,<

(a) node (b) saddle node

Figure 1.2: Example of a node and saddle node respectively

In the following theorem we assume that the origin is the only critical
point. In fact, this follows from the assumption that A is nonsingular.

Theorem 1.2.2. (see [1], pp.262-266) Consider the first order linear system

(3)=(7)

where A is a nonsingular 2 x 2 matrixz. Then the stability of the origin is
completely determined by the signs of Re()\;), where \; i = 1, 2, are the
etgenvalues of A.

Case 1: Both eigenvalues have negative real part. The origin will then be
globally asymptotically stable. If the eigenvalues are real, then the origin
will be a node. If they are complex the origin will become a focus (sink).

Case 2: Both eigenvalues have positive real part. The origin will then be
asymptotically unstable in the whole. If the eigenvalues are real the
origin will be a node. If the eigenvalues are complex it will be a focus
(source).

18



Case 3: The eigenvalues are real and of opposite sign, in particular they
are both nonzero. Then the origin will be a saddle point, i.e some
trajectories tend to the origin asymptotically with increasing time and
some tend to infinity.

Case 4: The eigenvalues are pure imaginary. Then the origin will be a cen-
ter, i.e all trajectories are closed paths around the origin.

For a complete proof of this theorem, see [1]. We can give a short argu-
ment for its validity making the simplifying assumption that the matrix A is
diagonal. The system is then of the form

{c;_; = ax

it =dy

a,d € R and so the solutions are given by (e%, e¥). The eigenvalues are A = a
and A = d and it is thus clear that the signs of these eigenvalues determine
the stability of the origin. The same reasoning holds if A is diagonalizable,
but not necessarily diagonal, since it can then be transformed to a diago-
nal matrix through a transformation X AX ~! where X is an invertible linear
transformation. Such transformations are continuous and so X in fact defines
a homeomorphism, i.e the stability properties of the origin are preserved. An-
other way of seeing this is by assuming that A has two linearly independent
eigenvectors. If v = (z,y) is an eigenvector of A then at the point (z,y) in
the phase plane the directional derivative is given by Av. Since any vector
of the form c¢ - v, where ¢ is an arbitrary real constant, is an eigenvector we
see that the lines through the origin spanned by the eigenvectors constitute
trajectories (the origin splits these lines into two trajectories). Of course the
sign of A\ determines the direction of these trajectories. Any solution lying
close to these orbit rays will tend to the same direction. If the eigenvalues
are complex valued then in no point (z,y) of the plane will the vector field
point to (cz,cy) for some real constant ¢ since otherwise v = (x,y) would
be an eigenvector with real eigenvalue A = c¢. By continuous dependency on
the initial data we may conclude that all trajectories will necessarily spiral
around the origin, either inwards or outwards.

Example 1.2.3. Consider the system
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where a is a real parameter. The critical points satisfy ax = y. Inserted

into the expression for % we get 0 = x(1 + a?) and so = 0. This implies
y = 0, which is to say that the origin is the only critical point. To determine

stability properties we solve the equation

a—\ —1
1 a— A

whose roots are
A=a=xti.

The stability of the origin is then completely determined by the sign of a. If
a <0 (a>0) we get a stable (unstable) focus. If @ = 0 then the eigenvalues
are pure imaginary and the origin becomes a center.

(a) a=-0.2 (b) a=0.1

Figure 1.3: The phase portrait for different values of a

Ezxample 1.2.4. This example shows that the concepts of a stable critical
point and an attractive critical point are independent of each other, even for
autonomous systems. The system:

doe _ y—x)+y° dy _ y*(y — 2z)
dt (@)1 + (22 +9%)?) dt (@)1 + (2% +¢7)?)

was studied by Vinograd (see for instance [6]?) and we refer the reader to
Hahn for an analysis on the behavior of trajectories to this system (It utilizes
polar coordinates in a very elegant way). In figure 1.4 we show a part of the
phase-portrait. This picture indicates how trajectories starting arbitrarily
close to the origin, which is the only critical point, may not stay arbitrarily

4pp.191-194
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close to it at all times®. The origin is thus not stable, but as can also be seen
from the phase-portrait it is attractive.

Figure 1.4: The phase portrait of the system of Vinograd

What is important to observe in theorem 1.2.2 is that an analytical prob-
lem about the qualitative behavior of solutions has been reduced to an alge-
braic problem of finding the eigenvalues of the matrix A. This may however
not be so surprising considering the assumption of the linearity of the system.
On the other hand, it is clear that this very assumption limits the applicabil-
ity of the theorem a great deal. What is needed is some kind of generalization
to nonlinear systems in order to get a powerful tool for qualitative studies of
solutions. Moreover, we see that the qualitative behavior obtained by the-
orem 1.2.2 is global, being valid in the whole plane. In other words, there
cannot be any isolated closed trajectories in linear systems. Isolated periodic
solutions is an inherently nonlinear phenomenon.

1.3 Stability in nonlinear systems, Liapunov’s
methods

Before discussing the generalization of theorem 1.2.2 to nonlinear systems
we introduce a useful concept which will be utilized further. Let h(x,y)
be a continuously differentiable real-valued function. Suppose we have a
vector field (&,9) = (P, Q) where P(z,y) and Q(z,y) are real-valued poly-
nomials and so we are considering the system (1.1.6) of section 1.1. The

For a proof of this fact see the reference above

21



derivative of h(x,y) with respect to system (1.1.6) is defined by

(dh(w, y)) _ Ohlzy) ,, Oh(z,y)
(1.1.6) O Ay

y (1.3.1)

Whenever we evaluate the function h(x,y) along a trajectory ~(t) of the
system, its derivative with respect to ¢ will be exactly (1.3.1). Notice that
(1.3.1) can be written as

(dh(dl; y)) (1.1.6) “ Ve

where Vh(z,y) = (%, g—;‘) is the gradient of h(x,y) and the dot, "-", repre-
sents the usual scalar product in R?. Recall that VA (z,y) is a normal vector
to the level curves h(z,y) = C and so Vh(z,y) - (P,Q) = 0 at some point
(w0, o) if and only if the vector (P(zo, o), Q(zo,¥0)) is tangent to the level
curve h(z,y) = h(xo, o). In other words, a curve h(x(t),y(t)) = C in the
phase-plane is a trajectory if and only if the derivative of h(x,y) with respect
to the system is identically zero. In case h(x,y) = C is not a trajectory the
sign of Vh(z,y) - (P, Q) determines the direction of the field across the level
curve h(x,y) = C since Vh(z,y) - (P,Q) > 0 if and only if the angle between
gradient and the vector field is < 7 and so useful information may still be
contained in this expression. In fact, if Vh(z,y) - (P,Q) < 0 and h(z,y) > 0
in a region around the origin one can deduce that the origin is stable.

Theorem 1.3.1. (Liapunov’s direct method, see [13] pp.467-469) Let O =
(0,0) be an isolated equilibrium point for the system (1.1.6). Suppose there
exists a function V(x(t),y(t)) in the region Q@ = B(O,R), R > 0, which
satisfies the following conditions

1. V(x,y) is continuous and has continuous first partial derivatives.

2. V(x,y) >0 in Q and equality holds only at the origin.
3. (%)(1'1.6) <0 in Q for all motions (x(t),y(t)).

Then the equilibrium is stable. Further, if (%)( : < 0 for every
1.1.6

tragectory in Q\ {O} then the origin is asymptotically stable.

Proof. We start with the first claim. Since V(z,y) is continuous and non
negative it must have a positive minimum m on the compact set 9B(O, R)°®.

6For any region Q we denote its boundary by 99

22



Because of continuity at the origin we can also find a small region B(O, )
with » < R such that V(z,y) < m in B(O,r). Let v = (21(¢),:1(t)) be any
trajectory which lies partially inside B(O,r), say v(to) € B(O,r) for some

time to. Since (%) 16 <0, V(z1(t), y1(t)) will be strictly smaller than

m for all t > ¢y. In other words, « cannot cross 0B(O, R) for any t > t,, and

therefore stability is proven.

dV (z,y)

Next, assume <T)( : < 0in Q\ {O}. We must prove that
1.1.6

V(z1(t),y1(t)) — 0 as t — oo. If the trajectory 7 is equal to the origin
there is nothing to prove. If v is nontrivial then V(z1(¢),y:1(¢)) > 0 and

(%)(M@ < 0. It follows that V' (z1(t),y:1(¢)) is monotonically decreas-

ing. It is also bounded from below by 0 and so the limit tlim V(z1(t), y1(t))
exists and is equal to m; > 0 for some real number m;. Assume m; > 0.
We can then find a region B(O,r), 1 < r < R, such that V(z,y) < my

whenever (z,y) € B(O,r). Since (%)( | < 0 and continuous
1.1.6

it must have a maximum value, which is negative, in the compact region
(0B(O,r) UB(O,r)) \ B(O,r1). Denote this maximum as —k. Considering
V' as a function of ¢ along v we have

bdv
V(t)=V(t —d
)=Vt + [ s

and since the forward orbit O(y(ty), +) is contained in
(0B(O,r)UB(O,r)) \ B(O,r) for all t > t, we get the inequality

V(t) < V(to) — k(t —to)

But this implies V(t) — —oo0 as t — oo which contradicts the assumption
V > 0. So m; = 0 and we conclude that V' (zy(t),y:1(t)) — 0 as t — oc.
Since V(z,y) = 0 by assumption implies (z,y) = O we have shown that ~
tends to the origin. O
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Figure 1.5:

Any function satisfying properties 1-3 in theorem 1.3.1 is called a Liapunov
function in honor of the Russian mathematician P.L. Liapunov who intro-
duced them in the beginning of the 20th century. The physical interpretation
of theorem 1.3.1 is that V(z,y) acts as an energy function on the system.
The origin is viewed as an equilibrium and the question is whether this equi-
librium is a desirable state to be in. This is the case if the energy of the
equilibrium state is minimal. If V' < 0 then the "neighboring" states are dis-
sipating energy and since the origin represents a local minimum for V'(z,y)
the neighboring states are actually evolving towards the equilibrium.

Theorem 1.3.1 is very nice, but a closer examination shows it to be somewhat
limited. In a typical physical situation the energy function V' (z,y) is likely
to come from our interpretation of the problem at hand. But this is the same
as saying that we already know in advance the behavior of the system close
to an equilibrium state and theorem 1.3.1 merely becomes a mathematical
confirmation of a known physical fact. If we on the other hand have no access
to a physical reasoning which reveals the stability of an equilibrium then set-
ting out to find the function V'(z,y) is probably a difficult problem. Theorem
1.3.1 can be said to be somewhat self fulfilling. If we wish to make a general
mathematical investigation which gives us a convenient tool for deciding the
stability of an equilibrium we might for instance pose the following question:
Up to what degree does the linear part of a general system determine its be-
havior near a singular point? The answer is given by the following theorem
which is the natural generalization of theorem 1.2.2:
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Theorem 1.3.2. (Liapunov’s indirect method, see Theorems 7 and 8 in [1],
pp.277-281) Consider a nonlinear system

@ =,y
d

@ = 9(z,y)

and assume f,g € C1(Q), where Q is a region in R?. Further assume (o, yo)
be an isolated critical point of the system in ). Set

af of
16) 0
A=1 9 o
Ox dy (%0,%0)

If the eigenvalues of A are distinct and have nonzero real parts, then the local
stability of the critical point (xo, o) is of the same type as that for the linear

(5)-4(3)

That is, the local behavior of the nonlinear system around (xg,yo) is as in
cases 1-3 of Theorem 1.2.2.

If one of the eigenvalues of the Jacobian is equal to zero then no useful
information is obtained and a deeper analysis has to be made. One may
then for instance try to construct a suitable Liapunov function in order to
determine the stability properties of the origin. Also notice that the results
of this theorem are [ocal in contrast to theorem 1.2.2 where we had a global
behavior for the trajectories.
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Chapter 2

Limit cycles

As we pointed out at the end of section 1.2, isolated periodic motions are an
inherently nonlinear phenomena. This chapter is devoted to the definition
of a limit cycle and some of the most rudimentary theory surrounding this
concept. This theory is very rich and fascinating. It is striking how far one
can get with simple analytic techniques together with clear geometric and
topological reasoning.

2.1 The concept of a limit cycle and its stability

It is of course clear what a periodic motion z(¢) is. A function is called
periodic if there exist a real number 7" > 0 such that xz(t +T") = x(¢) for all
t. The least such positive number 7' is called the period of z(t). It is also
rather clear that any periodic motion, i.e a solution to a first order differential
system in the plane, is periodic if and only if its trajectory is a closed path
in the phase plane. We want to distinguish between the the situation with
infinitely many closed trajectories filling up an annulus region in the plane
from the existence of an isolated closed trajectory. "Isolated" here means
isolated with respect to other closed orbits so that there exist a small region
around the isolated orbit where all other trajectories are not closed (i.e they
correspond to non-periodic motions). It may be intuitively clear that for
this to happen the surrounding trajectories will have to tend to the periodic
motion, either as t — oo or as t — —oo. The first step in proving this is
made by introducing the concepts of forward and backward limit sets of an
orbit.
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Definition 2.1.1. Let 7p be the trajectory through P € R% The forward
limit set of vp is the set

QL ={q |’}LI£107p(tk) = q for some sequence t; <ty < ..., s.t t — 00}.
The backward limit set is the set
Qp = {q |£L%7p(tk) = q for some sequence t; > ty > ..., s.t tp — o0}.

We also write Qj and (27 for QF and Qp respectively. The limit set of 7 is
simply 2, = QX U Q.

For a trajectory which tends to the origin we clearly have QF = {O}. We
have the following interesting topological result about limit sets.

Theorem 2.1.2. (see Theorem 3.252 in [10], p. 21) Forward (backward)

limit sets are either empty or consist of whole trajectories.

Proof. Tt is enough to prove that if ¢ € QT (p) then v, C Q*(p). Let ~,(to) =
q. Since q € Q7 (p) there exists an unbounded monotone increasing sequence
{t,} such that ~,(t,) — 7,(to) = ¢. This means that for increasing n the
sequence {p, = 7,(t,)} comes arbitrarily close to g. Due to continuous
dependence on the initial data the trajectories 7,, (f) may stay arbitrarily
close to the trajectory ~,(t) for any finite time interval ¢, <t < ¢, +¢. This
is the same as saying that v,(t, +t) — 7,(to + ¢). Since any point of ~,
is of the form ~,(ty + ¢) we have proved that Q" (p) is made up of whole
trajectories. The reasoning for €2~ is completely analogous. O

Theorem 2.1.3. (see [10], p. 22) If v is a closed trajectory, then S, = .

Proof. Let 7(t) be a closed trajectory, i.e y(t) is periodic with period T, say.
This means that (¢t +nT") = v(¢) for all integers n and so clearly v C (7).
On the other hand, since 7 is a closed trajectory it must contain all its limit
points. We conclude that v = Q(v). O

These two theorems help us to formalize the concept of an isolated closed
trajectory.

Definition 2.1.4. Let v be a closed orbit. Suppose there exist € > 0 such
that for any point P € {Q € R?|d(Q,7) < €}!, we have either Qf = v or
25 = 7. Then we say that v is a limit cycle.

Before examining the behavior of limit cycles and trajectories near limit
cycles we introduce the concept of an invariant set. Let S C R?. We say
that S is positively invariant if for any point p € S we have 7,(t) € S for all

1 — _
d(A,B) = 1171fEB|gc Y|

T€Ay
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t > to where v,(tg) = p. S is called negatively invariant if the transformation
t — —t renders it positively invariant. If S is both positively and negatively
invariant it is simply called invariant. For example, any trajectory v is in-
variant. If a critical point is asymptotically stable then there exists some
positively invariant neighborhood surrounding this critical point.

We intend to show that a limit cycle must surround at least one critical
point.

Definition 2.1.5. Let § be a simple closed curve in R? not passing through
any critical point of the planar vector field (P(x,y),Q(z,y)). For any point
(a,b) on ¢, let (rcos(f),rsin(f)) be the polar representation for the vector
(P(a,b),Q(a,b)). As we move along 4, the angle 6 will vary continuously (if
P and @ are continuous). The rotation number for ¢ is defined to be the
integer n such that the variation of # is 27n as we make one complete turn
around 0.

Since making one turn around d means coming back to the starting point
the total variation of § must be an integer multiple of 2. We can now prove
the next result.

Theorem 2.1.6. A limit cycle in a continuous vector field must surround a
critical point.

Proof. Let v be a limit cycle in a planar vector field. It is intuitively clear
that the rotation number for ~ is either +1 or -12. Suppose that it is +1,
the reasoning for -1 being completely analogous. Suppose that v does not
surround a critical point. Then we can continuously deform v (viewing v as a
simple closed curve) without crossing any critical point. Such a deformation
will change the rotation number in a continuous fashion, and since it is an
integer it must be preserved under continuous deformations of 4 not crossing
any critical point. Moreover, we can deform + into an arbitrarily small circle
C,.. Since this circle will not contain any critical points, and since the vector
field is assumed to be continuous, all vectors in the region bounded by 0C,
will "point in the same direction". That is, the rotation number of C, is
equal to zero. This however contradicts the fact that v and C,. should have
the same rotation number. Thus v must surround a critical point. O]

Before we further examine the conditions for the existence of closed orbits
we make some comments on the behavior of trajectories lying close to a limit

2As one thinks a little bit about this fact it actually seems obvious. Nonetheless it
requires a rigorous proof which we leave out.
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cycle. In connection to this it is natural to introduce the so-called successor
function, also commonly referred to as the Poincaré return map in honor of
its inventor. We first make the following definition.

Definition 2.1.7. Let AB be a line segment in R? with a vector field (P, Q).
If AB is nowhere tangent to the vector field, then we say that AB is a
cross — section for (P, Q).

Notice that any two vectors of the field (P, Q) which crosses AB must
cross it in the same direction, since otherwise by continuity there would be
a point on AB at which it is tangent to the field.

Figure 2.1: A cross-section

Suppose that we have a limit cycle (denoted by L) of a continuous vector
field (P, Q). By uniqueness and continuity of solutions we have that any
trajectory starting close enough to L will stay close to it in a finite time
interval. Also the flow of the vector field will approximately point in the
same direction as L close enough to L. We can thus construct a small cross-
section AB through L at any point on L (take for instance the normal vector).
If a trajectory y(t) crosses AB in py at t = t, then there will exist a least
time t; > to such that ~y(t) crosses AB again, in p;, at t = t;. For a fixed
cross-section AB we can thus define a map p : AB — AB which takes py
to p1. The point p; is called the succeeding point of py, and p is called
the successor function. The successor function inherits the smoothness of
(P, @), and so if the vector field is of class C” then so is p.

The successor function can be used to define the concept of stability for a
limit cycle. It is clear that any point py on AB lies on a limit cycle if and

only if p(po) = po.
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Definition 2.1.8. Let ¢ € LNAB (L a limit cycle and AB a cross-section
through L). Let n, denote the distance between a point p € AB and ¢. L
is called stable (unstable) if e > 0 such that n,, > n,, (n, < n, ) for any
point py # q on AB with d(po, q) < €3.

Analogously we can define external stability and internal stability
(external /internal instability) by only considering the part of AB which lies
in the exterior or the interior of L respectively. If a limit cycle is externally
stable and internally unstable (or vice versa), then it is called semi — stable.
It is clear from the definition that trajectories lying close to a stable limit
cycle will tend closer to it with increasing time, and the opposite for unstable
limit cycles. It may seem somewhat intuitively clear that this is the only type
of closed orbits which can occur in a continuous, or at least once continuously
differentiable vector field (assuming that the origin is not a center). However,
there do exist other cases. For instance, we may have a situation where there
are infinitely many closed orbits in a bounded region D of the plane not
completely filling up D.

Definition 2.1.9. Let L be a closed orbit with a cross-section AB through
L. Let n, be as in definition 2.1.8. Then L is called a compound limit cycle
if there for any 6 > 0 Jpy,p2 € AB such that 0 < n,, < 4, i=1, 2, and

p(p1) = p1, p(p2) # P2

It is clear that a case of this type is much more difficult to analyze and
so it is desirable to have conditions under which a compound limit cycle
does not exist. We have here only introduced the successor function in a
somewhat intuitive fashion. A deeper analysis must be made in order to
get useful information from it. That is, we need a formula for p or for the
numbers n,. Such formulas can be obtained although we will not present
them here. The interested reader may consult [3]. There the authors also
prove the following important result.

Theorem 2.1.10. (see Theorem 2.1 in [3], p.201) Let (P, Q) be a analytic
vector field. Then (P,Q) cannot contain any compound limit cycle.

The vector fields we are going to study, in chapters 4 and 5, will all be
polynomial. We can thus exclude the occurrence of compound limit cycles.
Moreover, the number of limit cycles (isolated closed trajectories) is always
finite for such fields.

3As in a footnote above, d(zr,y) is the distance between x and y.
4pp.199-203
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We can use the successor function in order to define the multiplicity of a
limit cycle.

Definition 2.1.11. Let L be a limit cycle in a continuous vector field (P, Q)
with a cross-section AB through L and let n, be as in definition 2.1.8. Con-
sider the function o(n,) = n,—n,,, where p; = p(p). It is clear that o(0) = 0.
The multiplicity of L is defined to be the multiplicity of the root of o(n) = 0
at n = 0.

If the parameters in the expressions for P(z,y) and Q(x,y) are slightly
perturbed then a simple limit cycle will only be slightly deformed without its
stability being changed. Simple limit cycles thus form a topological struc-
ture which is stable under continuous variations of the parameters. Multiple
limit cycles on the other hand may disappear or split into several new cycles,
which is called a bifurcation. We make some further investigations on this
topic in section 2.3.

(a) A limit cycle of multiplicity 1 (b) A limit cycle of higher multi-
plicity

Figure 2.2: The graph of o(n) is plotted against the line y = x

We have seen that a limit cycle must surround a critical point and so no
cycles can be completely contained in a simply connected region consisting
of regular points. On the other hand, given a critical point we may find a
Liapunov function verifying its local stability properties. If V'(z,y) is such a
function then we may be able to compute the maximal region €2 around the
critical point where the derivative of V' with respect to the given system is
strictly negative. No limit cycle can be strictly contained in €2 either. We
introduce one more negative criterion due to Ivar Bendixson.

Theorem 2.1.12. (see Theorem 12 in [1], p.298) Let (P, Q) be planar vector

field of class C. If there is a closed region Q such that div(P, Q) = 2—5—1—% >
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0 (or < 0) in Q, but not identically zero, then there are no closed orbits
contained in Q.

Proof. Suppose there exists a closed trajectory v in 2 and denote by D the
region bounded by 7. Green’s theorem yields

(/Amma@w@:/?@—szo.
v

However, since div(P, Q) is not identically zero and otherwise of constant
sign we arrive at a contradiction. O

The divergence of the vector field thus seems to play an important role
in the nature of limit cycles. Its significance is indeed brought out by the
following theorems.

Theorem 2.1.13. (see [7], p.238) Let L be a limit cycle in the vector field
(P, Q). If we have

/dz’v(P, Q)dt <0 (>0)
L
then L must be a stable (unstable) limit cycle.

Corollary 2.1.14. If L is a semistable or a compound limit cycle, then

/mmamm:o
L

This theorem will be important in chapter 4.

2.2 The Bendixson theorem

We now turn our attention to the question of finding criteria for the existence
of Limit cycles. One such method has already been implicitly mentioned. If
one can find a cross-section AB in the vector field on which the return func-
tion p is defined then we can look for fixed points of p on AB since these
correspond to closed trajectories. This of course demands that one has some
kind of formula for p which may be analyzed. However, one may not actu-
ally need to consider the return function but simply any real valued function
f defined on AB which is continuous and attains the value 0, say, only at
points lying on a limit cycle. One then only has to estimate the values of
this particular function at the end points of AB. If these are negative on
one side and positive on the other one can deduce the existence of a point
p € AB such that f(p) = 0. If f is differentiable on AB one may also be
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able to calculate the exact number of limit cycles.

The following theorem gives a geometric criterion for the existence of a limit
cycle.

Theorem 2.2.1. (Bendizson, see Theorem 11 in [1], pp.295-297) Let

{Z—i‘“ = P(z,y)

be an autonomous system of differential equations in the plane. Further let
K be a compact subset of the plane which does not contain any equilibrium
points. Assume that y(t) is a trajectory such that (t) € K for all t > 0.
Then one of the following holds:

1) v is closed,

2) ~(t) tends spirally towards a closed trajectory as t — oo.

Proof. Since K is compact there exists an accumulation point p such that
v(tx) — p for some subsequence ¢, — co. Let 7,(f) be the trajectory which
satisfies 7,(0) = p. It can be proven that (s +t;) — 7,(s) as k — oo for all
s, although we shall not do it here, conveniently referring the reader to [1]°.
The convergence is uniform on compact time intervals. Especially it follows
that 7,(s) € K for all s. This means that for any point ¢ on ~, there are
points on v which lie arbitrarily close to ¢ (see fig. 2.3).

.

\

__.-——.—-—-._-
"\
p (:

5;)

A

Figure 2.3:

%see Theorem 9 p.63
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We first prove that v, is a closed path.

The same argument as above for v(t) gives that there exists a point ¢ € K
such that v,(s;) — ¢ for some sequence s; — co. Since K does not contain
any equilibrium points (P(q),Q(q)) # (0,0). Now put through ¢ a small
cross-section L. Since all trajectories passing close to ¢ will cross L we have
that ~,(s) € L for infinitely many s. Let ¢! = ~,(s') and ¢* = ,(s?) be two
intersection points of v, and L such that ¢? is the succeeding point of ¢'. We
will show that ¢* = ¢?. Tt will then follow that v, is closed.

Assume ¢! # ¢?. Let D be the region in the plane which is bounded by
the path ~, between ¢' and ¢* and by the line segment L; of L which lies
between ¢! and ¢2. For every point on L; the vector field points in the same
direction (either in or out from D), since our system is continuous and there
are no equilibrium points in K.

Let us consider the case where the vector field points outwards. This
means that all trajectories which intersect L, are oriented outwards from D.
Since no trajectory of the system can intersect -, it follows that no trajectory
can go into D. Hence if y(¢) is for some time 7 outside of D it stays there
for all t > 7. Consequently it is impossible for v(t) to come arbitrarily close
to ¢*. On the other hand, if v(¢) is inside of D then either it stays there
for all time, in which case it cannot come arbitrarily close to ¢2, or it goes
out from D after some finite time 7, in which case it again cannot come
arbitrarily close to ¢%. Since this is a contradiction we must have ¢' = ¢*.
Thus there exist a closed trajectory «,. Suppose now that v # 7,. Since L
is a cross-section and since every point on 7, is a limit point of points on 7,
we must have that L and 7 intersect infinitely many times. Since 7 cannot
intersect itself we must have that « spirals towards =, either from the inside
or from the outside.
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]

The Bendixson theorem is very important. Its limitation lies in the fact
that although it gives us a positive indication for the existence of a limit cycle
and although it gives us a hint about this limit cycles location, it does not
tell us how many cycles there are in the bounded annular region. However,
the following useful results are direct consequences of the proof. Call two
limit cycles consecutive if one lies in the interior of the other and no closed
orbits are located in the region bounded by the two limit cycles. L; C Lo
will henceforth mean that the closed orbit L; lies inside the closed orbit L.
Suppose L; is externally unstable and is consecutive to Lo, L1 C Ls. Then
we must have that Ly is internally stable. Otherwise the trajectories lying
close to L; and exterior to it will tend to Ly and the trajectories lying close
to Lo and interior to it will tend to L;. We may then use the Bendixson
theorem to deduce the existence of a closed orbit between L; and Lo which
contradicts to the fact that they are consecutive. In short, consecutive limit
cycles must have different stability types on the facing sides. This means that
even if we from the Bendixson theorem cannot conclude the number of limit
cycles within an invariant annular region we can deduce that the number of
cycles must be even, assuming that they are all simple.

When applying the Bendixson theorem the difficulties lies in finding suitable
closed curves. In certain parts of the phase plane simple geometric reasoning
might be enough, only using straight lines or perhaps circle arcs. When the
situation is a bit more complicated one may try to produce functions h(x,y)

such that
(—dh(‘”’ y)) — Vh(z,y) - (P,Q)
dt g

is of constant sign, where S is the system under consideration. By the remarks

made in 1.3 the vector field will then cross the level curves of h(x,y) in one
direction only.
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2.3 Rotated vector fields

In this section we present some bifurcation theory for planar vector fields.
The main results will be necessary for a complete proof of Rychkov’s theo-
rem in chapter 4. In this section we closely follow the presentation of [3],
pp.203-212.

Consider the system

d d

d—j = P(z,y,a), d—?Z =Q(z,y, ) (2.3.1)
where « is a parameter. Throughout this section we assume that the vector
field (P, @) has only isolated critical points and that

oP 9Q
oo’ Oa

where [ is a closed interval for the values of the parameter a. We wish to
present some results on the possible changes in the topological structure of
such a system as « varies. These results will be used later in chapter 4. By
(2.3.1)4, we denote the system (2.3.1) with the value aq for the parameter .
If the topological structure for system (2.3.1),, is left unchanged under small
perturbations of «g, then «q is called a regular value for the parameter and
the system (2.3.1),, is called structurally stable with respect to perturba-
tions of a. If ag is not a regular value, i.e the topological structure changes
for small perturbations of a at ag, then we say that ay is a bi furcation value
and the change in topological structure is called a bi furcation. We shall only
be concerned with bifurcations of limit cycles. As mentioned earlier, a limit
cycle will be structurally stable if its multiplicity is 1. As we come to a bifur-
cation value for a the limit cycles will gain higher multiplicity and they may
for instance disappear or split into several other limit cycles as a changes.
These phenomena form a fascinating subject in the area of bifurcation theory.
However, it is in general very difficult to make such an investigation without
adding some conditions on the system (2.3.1). We will confine ourselves to
so called generalized rotated vector fields. We first give a rough explanation
of this concept followed by a suitable definition.

P(z,y,0), Qz,y,a), e CO(R? x I

Consider a fixed vector in the field (2.3.1). As « varies, this vector may

change its direction and norm. By a rotated vector field we mean a field

where any vector is rotating in one definite direction as « varies. If we give

a polar representation of a vector, (r cosd,rsin ), this condition may be ex-
o

pressed as 9= > 0 (or < 0). If this rotation never stops completely, then
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there will exist a least real number 1" such for any 0 < a; < ags < T we have

a2
OS/ d—edagﬂ.
o, da

1

We thus introduce the following definition.

Definition 2.3.1. Suppose that as « varies in [0,7] the critical points of
the vector field (P(z,y,«),Q(z,y,«)) remain unchanged and at all regular
points

1) % > 0, and % not identically equal to zero

2) for any two points oy < ay in (0,7)

@z
OS/ —edagw
o, da

1

Then (P(x,y, ), Q(x,y,«)) are called generalized rotated vector fields.

Notice that rotated vector fields are defined with respect to an interval

[0,T]. Also, strictly speaking, a generalized rotated vector field is a whole
family of vector fields.
There is another way of defining generalized rotated vector fields. The main
idea behind these fields is that as the parameter o varies the trajectories
will change. So if we have two distinct values of o, a3 < ag, we wish for
the vectors (P(x,y, o), Q(x,y,aq)) and (P(x,y, as), Q(x,y,az)) not to be
linearly dependent along a whole trajectory in any of the systems (2.3.1),,.
This can be stated as

P(z,y,a1) Q(z,y,0a1)
P(x,y,a2) Q(z,y, ) >0, (or <0)

Notice that since the determinant measures the area in the parallelogram
spanned by the two vectors (P(z,y, a1), Q(x,y, 1)) and (P(z,y, as), Q(x,y, as))
with orientation, the above requirement will actually be sufficient for the
concept of rotated vector field. We thus make the following definition, which

is equivalent to the one introduced above.

Definition 2.3.2. Suppose that as « varies in (a,b), the critical point of
the vector fields (P(z,y, @), Q(z,y, @)) remains unchanged, and for any fixed
point p = (z,y) € R? and any parameters a; < as in (a,b) we have

P(m,y,al) Q(xayaal)
P(l‘,y,Oég) Q(-T,y,OCQ) o

where equality cannot hold on an entire closed orbit of the system. Then
(P(x,y,a),Q(x,y,a)) are called generalized rotated vector fields.

0, (or <0) (2.3.2)
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Ezample 2.3.3. Let F(x) be a polynomial with a root at the origin and

consider the system
de — oy — F,
{ ai =Y~ Fal2) (2.3.3)

-2 = —7

Fu(z) = F(z) + ar(z), with r(z) = {0 if lel <e

sgn(a)(|z] —)* if |z[ > ¢
Here ¢ is some positive constant. By inspection we find the origin to be the
only critical point for all o and so the critical points remain unchanged as
« varies. Further we have to verify that the determinant in (2.3.2) is of the
same sign for all fixed z and y and a; < ay. Notice that

y—F(x)+ar(z) —z

y— F(2) + asr(z) —z |~ @@z =) 20

If all orbits cross the lines |x| = ¢ then the above inequality cannot be an
equality on an entire orbit and so these systems will form a generalized ro-
tated vector field.

The behavior of limit cycles in a rotated vector field as the parameter
varies is fairly systematic. We shall see that any structurally stable limit
cycle will either contract or expand as « in (2.3) changes monotonically. If L
is a limit cycle in a rotated vector field which is semi stable then it will split
into at least two cycles, one stable and on unstable respectively. In order to
prove this we first present a few lemmas which clearly point in this direction.

Lemma 2.3.4. Let Ly be a smooth simple closed curve, parameterized by
x = ¢(t), y = ¥(t) and suppose that Ly is positively oriented. If on Ly we
have,

R ()
HO =\ po), o) Qo) vty | =% O =0

then as t increases, the orbits of the system

dx dy
-_ = p _—=
I (z,y), = Q(z,y)

cannot move from the interior (exterior) of the region G bounded by Ly to
the exterior (or interior) of G.
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Proof. We shall only consider the case outside the parenthesis, the other case
being treated similarly. Let 6 be the angle formed by the tangent vector at
the point on Ly and the vector field (P(x,y), Q(z,y)), see figure 2.4.

Plz,y), Q(z, y)

Figure 2.4:

By writing the scalar product of (P(z,y), Q(x,y)) and (¢'(t),¢'(t)) in two
different ways we get

cos B(1) P(6(1), ¥(8))¢ (1) + Q(&(t), (1))¥ (1)

VIR0 P0(0), 6(0) + Q2(6(0), 6 (1))

We may interpret —f as the angle formed between the vector field and Lg
in the negative direction. Since cos@ = cos(—0) and cos(—0 + ) = sinf we
see that sin 6 is given by rotating the vector (¢'(t),¢'(t)) by 7 radians in the
positive direction. But this rotation of (z,y) amounts to the transformation
(x,y) — (—y,z) and so we find

) H(t)
VIR + 002 /P0, 00) T @60, 40)

From (2.3.4) and H(t) > 0 we get sinf(¢t) > 0 and so 0 < 0(¢) < 7. If
0 < 6 < 7 then the lemma is true (take into account that Lg is positively
oriented). Suppose there is some point (¢(to), ¥ (to)) € Lo with 0(ty) equal
to zero or m and such that the trajectory through (¢(to), ¥ (o)) passes from
the interior of Lg to the exterior. Since the solutions of our system depend
continuously on the initial data there will be a neighborhood N, around

sin 0(t)

(2.3.4)
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(p(to), 9 (tg)) such that all solutions through points on LyN Ny move from the
interior to the exterior of Ly. This situation is however impossible. For if we
assume that 6(¢) is equal to zero or 7 for all trajectories in this neighborhood,
then LoN Ny will be an integral curve and so is part of a trajectory itself which
clearly contradicts the assumptions that trajectories moves across Ly N Nj.
On the other hand, if 0 < #(t) < 7 for some points in Ly N Ny then at
these points the trajectories will again point inwards. This concludes the
proof. n

Lemma 2.3.5. Consider the systems

dx dy

Z_p A 2.3.
dx dy

E - P2($, y)7 % - QZ(xvy) (236)

where B;, Q; € C°(G C R?), i=1,2. Suppose that for (z,y) € G

Pl(xvy) Ql(x7y>
Py(z,y) Qo(x,y)

does not change sign, then the closed orbits of (2.3.5), and (2.5.6) either
coincide or do not intersect.

Proof. Let Li:x; = ¢;(t), y; = ¥(t), i = 1,2, be closed orbits of (2.3.5) and
(2.3.6) respectively. Without loss of generality we may assume that L; is
positively oriented. From system (2.3.5) we get that

P1(t) = Pi(er(t), ¥u(t)), ¥1(t) = Qu(en(t), (1)) -

Since the determinant in the lemma never changes sign we immediately get

that
¢ (t) W (1)
Py(y(8), 1 (1)) Qa(r (1), 101 (¢)) (2.3.7)

never changes sign. From the previous lemma we deduce that L; and Lo
cannot intersect. If L; and L, are tangential at some point but do not
coincide we will get a contradiction with the previous lemma. Suppose for
instance that L lies inside of Ly. The trajectories of system (2.3.6) depend
continuously on the initial data and so we will get trajectories passing from
the exterior to the interior of L; and then passing to the exterior again (see
fig. 2.5). All other cases (Lo lies inside L; and L lies beside L) are treated
similarly. This means that L; and Ly either coincide or never intersect.
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Figure 2.5:

]

Lemma 3.3.5 basically says that if we have two limit cycles in two different
systems corresponding to two different values of the parameter o then one of
them must surround the other. We now only need to show that the outer (or
inner) cycle always corresponds to increasing values of « in order to conclude
that the limit cycles contract and expand monotonically with monotonic
changes of a.

Theorem 2.3.6. Let (P(z,y,a),Q(z,y,a)) be generalized vector fields, sat-
isfying inequality (2.3.2) for the case outside the parenthesis. Suppose that
for a = g, Ly, is an externally stable limit cycle for the system (2.3.1), in
the positive (or negative) orientation. Then the following holds:

1) For any arbitrarily small € > 0, there exists a; < ag (or ag < ay) such
that for any o € (a1, ) (or a € (v, 1)), there is at least one externally
stable limit cycle L, and one internally stable limit cycle L, for the system
(2.8.1) in an exterior € — neighborhood of Le,. (Here, L, may coincide with
L))

2) There is an exterior § — neighborhood of Le,, (with 6 < €), such that
the neighborhood is filled with closed orbits { Ly} of the system, a € (aq, ap)
(or a € (g, aq)).

3) When o > «ap (or a < «), there are no closed orbits of the system
in the exterior 6 — neighborhood of Ly, .

Proof. Suppose that L, is positively oriented. Choose an arbitrary point P
on L,, and let PN be the outer normal for L,, of P. The assumption that
L, in externally stable ensures that for sufficiently small € > 0 there will be
no critical point or other closed orbit of the system in the ¢ — netghborhood
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of Ly,. Also, we have that PN intersected with this € — neighborhood forms
a cross-section of the system. Further, choose some point F; € PN which
lies close enough to P for the positive semi-orbit through Py to lie entirely
in the § — neighborhood of ay. Let @)y denote the succeeding point of Fp.
Clearly Qo € PPy. Since the solutions of system (2.3.1) depend continuously
on «, we can choose a a; < ag such that ay — a; is so small that for any
a € [ag, ap|, PPy will still be a cross-section for the system (2.3.1). Let Q,
be the succeeding point of Py with respect to the system (2.3.1),,. Because
of the conditions in the definition of generalized vector fields we must have
that Q., € QoFy and that L,, will form the boundary of a Bendixson region
together with the trajectory between Fy and @),, and the cross-section con-
necting Py and @, (see fig. 2.6). The Bendixson theorem now settles the
first part.

We now show that there exists 4 > 0 such that any point in the exterior
d — neighborhood of L,, lies on a limit cycle L, for some a € (ay, ap). Let
L;,, be an internally stable limit cycle which lies closest to Log. Since the
point P was chosen arbitrarily it is enough to show that any point on the
cross-section PP, where P is the point of intersection between L;, and PN,
lies on some limit cycle L. Let B € PP, be arbitrary and denote by By the
succeeding point of B with the respect to the system (2.3.1),,, and B; the
one with the respect (2.3.1),,. Bp must lie on PB and B; on BP; since L,,,
L., are both stable and lie on different sides of B. Because of continuity of
the successor function on the parameter o, B will have to be a fixed point
for some « as it varies from oy to ag. This proves part 2) of the theorem (see
fig. 2.6).
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Figure 2.6:

As for the third claim we just have to notice that for o > g the succeeding
point of Py will lie below ). Since F, is chosen "arbitrarily" this holds for
any point between P and Py (that is, if 7" lies on PP, and Tj is the succeeding
point of T with respect to ag then the succeeding point of T" with respect to
a > ag will lie below Tp). This finishes the proof. O

Theorem 2.3.7. Let (P(z,y,«),Q(z,y,a)) be generalized vector fields, sat-
isfying inequality (2.3.2) for the case outside the parenthesis. Suppose that
for a = g, Lo, is an internally stable limit cycle for the system (2.3.1), in
the positive (or negative) orientation. Then the following holds:

1) For any arbitrarily small € > 0, there exists ay > g (or ag < o) such
that for any a € (ap, ) (or o € (g, ap)), there is at least one externally
stable limit cycle L, and one internally stable limit cycle L, for the system

(2.8.1) in an interior e — neighborhood of Le,. (Here, L, may coincide with
L).

2) There is an interior § — neighborhood of L,,, (with 6 < €), such that
the neighborhood is filled with closed orbits { Ly} of the system, a € (aq, ap)
(or a € (ap, 1))

3) When o < ag (or a > «), there are no closed orbits of the system
in the interior § — neighborhood of L, .

Proof. The proof is completely analogous to the previous theorem. O]
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These two theorems show how the simple limit cycles in a rotated vector
field is evolving. As the parameter varies they will either contract or expand
depending on the orientation of the cycle and on the direction of change for
the parameter. There are analogous results for unstable cycles. For a fix
orientation they will contract (expand) whenever the stable cycles expand
(contract). This is how two consecutive simple limit cycles may collapse into
a semistable one. The bifurcation pattern for a semistable limit cycle in a
rotated vector field is described in the following theorem.

Theorem 2.3.8. Let (P(z,y,«a),Q(z,y,a)) be generalized rotated vector
fields, and let L,, be a semistable limit cycle of the system. When the pa-
rameter varies in the suitable direction, L., will bifurcate into at least one
stable and one unstable limit cycle. They will lie distinctly on the inside and
outside of Ly,. When a varies in the opposite direction, L, disappears.

Proof. Assume that the case outside the parenthesis in (2.3.2) holds. We can
further assume that L, is positively oriented, externally stable and internally
unstable. The two previous theorems allow us to deduce the existence of two
numbers oy, as, both strictly less than gy and such that:

1) a € (aq,a9) = 3 two limit cycles for the system (2.3.1), outside of L,,,
one internally stable and the other externally stable. The externally stable
will lie outside of the internally stable.

2) a € (ag,ap) = 3 two limit cycles for the system (2.3.1), inside of L,,,
one internally unstable and the other externally unstable. The externally
unstable will lie inside of the internally unstable.

By assumption our systems are analytic and so we have finitely many limit
cycles between the two cycles in 1) and 2) above. In 1) this means that we
must have at least one stable limit cycle outside of L,,. If the two cycles
in 1) are both unstable on the inside and outside respectively, then we can
deduce the existence of at least one more limit cycle between the two already
mentioned. If this would not be a stable limit cycle then we would again get
two limit cycles, one externally stable and the other internally stable as in
1). This process must end because of the finiteness of the number of limit
cycles mentioned above and so we get the existence of a stable limit cycle
outside of L,,.

Similarly from point 2) we deduce the existence of a unstable limit cycle
inside of L,, for a € (a9, ap). Let @ = max(ag, az). We immediately see
that for a € (@, ap) La, splits into at least two limit cycles, one stable and
one unstable each lying on different sides of L,,. On the other hand, from
the two previous theorems we get, for & > ag (« close to ag) there are no
limit cycles outside of L,, and no limit cycles on the inside L,,. This proves
the theorem. O
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This theorem is the main result of this section. We will need it in a crucial
way in chapter 4 when proving Rychkov’s theorem.

45



Chapter 3

The Liénard equation

Consider the equation
Z+pf(r)d+g(x) =0 (3.0.1)

where f(x), g(x) are real polynomials. This differential equation is named
after the French engineer Alfred Liénard, who in the year 1928 gave general
conditions for the existence of a unique periodic solution to (3.0.1). Special
cases of the Liénard equation arise frequently in scientific studies. In 1927
the Dutch scientist van der Pol studied the case

i+ p(2® = 1) +2 =0, (3.0.2)

in his investigations of electrical circuits with resistent properties that change
with the current. Equation (3.0.2) is called the van der Pol equation and we
will present some result concerning properties of periodic solutions in section
3.4. It is interesting to note that a study by Rayleigh, which goes back to
1877, made in connection with the theory of oscillations of a violin string can
actually be transformed into the van der Pol equation. Rayleigh derived the
equation .
?)+M(§(?J)3—?J)+y=0

If one differentiates this equation with the respect to ¢ and puts y = x then
(3.0.2) is obtained.

What physical interpretation can we make of the Liénard equation?
Recall that the equation
T+x=0 (3.0.3)

models an ideal vibrating string, i.e a frictionless harmonic motion. In the
mechanical interpretation x represent position, & velocity and & represent
acceleration. In order to solve equation (3.0.3) we introduce the change of
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variable @(t) = y(z). Thus y(x) represents velocity as a function of position.
Equation (3.0.3) is now transformed into

dy
- -0
Y I +x
from which we get
ydy = —xdx
integrating both sides yields
22 2
—+==C 3.04
5+t 5 (3.0.4)

where C' is an arbitrary (positive) constant. We thus see that the solutions
of (3.0.3) are concentric circles around the origin in the phase plane. The

physical meaning of (3.0.4) is that energy is conserved during the motion, %

represents kinetic energy and ‘”2—2 represents potential energy. More generally,
we may have g(x) instead of x in (3.0.3) where xg(z) > 0 for all nonzero =.
As before we get the solution

2
S +G@)=C (3.0.5)
where G(z) = [ g(s)ds. Note that G(z) > 0 (since zg(z) > 0) and so even
though the curves (3.0.5) generally are not circles they are still closed and
"concentric" around the origin. It is natural to introduce the function

72

Blx,y) = %+ G()
as a kind of energy function for the Liénard equation. For the sake of sim-
plicity we will henceforth put g(z) = x and so from now on we define

[)32

+5

N |3,

E(z,y) =

The equation (3.0.3) models an ideal motion where no energy is lost. If one
thinks of this motion as a vibrating spring one may want to take in account
the frictional force inherent in the spring itself. The mathematical model
then becomes

TH+pr+xz=0

where p is the so called spring constant. If ;1 > 0 then the term px will have
a damping effect on the motion of the spring and so its oscillations will be
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of smaller and smaller amplitudes. This of course corresponds to the origin
being stable in the phase-plane. Since the equation is linear we can apply
the theory presented in chapter 1. The eigenvalues are found to be

7 p*—4
A=—=+ )
2 4
The real part is always negative which confirms the stability of the origin.

In the Liénard equation
T+pf(r)t+z=0

the frictional term will generally depend directly on the position of the "par-
ticle" in motion and not be linear. The effect of this nonlinear term is in some
respect dependent upon the size of u. With the weakly nonlinear regime we
will refer to the values p =~ 0 and with the strongly nonlinear regime we will
refer to the values || =~ oc.

We make the same change of variables as before, obtaining

dx

dy
yooto=—uf(r)o

multiplying both sides by dx yields

(dz)*

ydy + zdr = —pf(x) e —pf(x)

(dx)?
(dr)?

dt

and so integration gives

Bley) =~ [ nfontas.

Interpreting E(x,y) as the energy of the motion we see that if f(z) > 0 for all
x energy will be lost and the motion will slow down. If f(z) < 0 for all z the
motion will gain energy and so it will accelerate positively. If, on other hand,
f(z) is not of constant sign then we may observe oscillatory phenomena that
is the so called self-excited oscillations.

3.1 Existence of limit cycles

From now on we assume that f(z) in (3.0.1) is an even polynomial with
leading coefficient 1 and henceforth we will refer to

i+ pf(z)d+z=0 (3.1.1)
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as the Liénard equation. Let us make a few observations about this equation.
If we go backwards in time, making the change of time variable ¢t — —t,
(3.1.1) will be transformed to

F—puf(x)t+x=0

since #(—t) = —(t) and Z(—t) = Z(¢t). In other words, the effect of going
backwards in time is the same as changing the sign on p and so we can
restrict our attention to p > 0 without any loss of generality. The canonical
transformation of (3.1.1) yields the system

{i:y (3.1.2)

y=—x— pf(x)y.

Recall that a critical point is given by the condition £ = 0 and y = 0. By
inspection we find y = 0 and x = 0 at such a point and so the origin is the
only equilibrium for the Liénard system. The linearized system is given by

{i:y (3.1.3)

Y= —x— pcy

where c¢ is the constant term in f(x). To study the stability of the origin we
seek the eigenvalues of (3.1.3).

-1 —pc—A

2.2
=B JES
2 1

We immediately get: ¢ > 0 = the origin is asymptotically stable. The con-
verse is not true. However, if f(z) is strictly positive in a small interval
0 < x < € then it is still true that the origin is stable, as will be seen later
on.

‘_A L ‘:)\2+,uc)\+120

Another interesting observation is that since f(x) is an even polynomial

the transformation (z,y) — (—x,—y) will leave (3.1.2) invariant, i.e % =

ZE:% = _x_‘;f(x)y. This means that if (x(t),y(t)) is a solution to the system
(3.1.2) then so is (—xz(t), —y(t)). This is an important symmetry. Let us now
make a change of variables to polar coordinates, putting z(t) = r(t) cos 0(t)
and y(t) = r(t) sin@(t). The equations for the polar coordinates from section

1.1 becomes
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{9':_1+uf(rcosﬁ)sin9(:osﬁ (3.1.4)

7= —pf(rcosf)sin®6 .

The equation for  contains the following information:

VR > 0, 3u>05uchth@tr<R:>9<0.

In other words, for a given small p > 0, 6 will be strictly decreasing within
some neighborhood around the origin which forces the solutions to spiral in
the negative direction around the origin, either inwards or outwards depend-
ing on whether the origin is stable or unstable. On the other hand, when p
is large the trajectories of (3.1.2) will be much more irregular.

From the expression for 7 we make the following observation. If we again let
¢ be the constant term of f(x) then ¢ # 0 implies that for small values of r, 7
must be strictly decreasing or increasing depending on the sign of c¢. This is
a different way of observing how the stability of the origin is connected with

f(@).

Let us introduce a change of variables’. Notice that the Liénard equation
can be written as

d .
%(x—i—F(x))—f—x:O

where F(z) = [; f(t)dt. This suggests the change of variables
y =i+ F(x). (3.1.5)

The corresponding system becomes

{i_y_F@) (3.1.6)

y=-—x.

We call the change of variables (3.1.5) the Liénard transformation and the
corresponding system (3.1.6) the Liénard system. The systems (3.1.2) and
(3.1.6) are equivalent in the sense that the transformation

(z,y) — (z,y + F(x)) is a homeomorphism. Also we notice that system
(3.1.6) is still invariant under the transformation (z,y) — (—z,—y). It is
much more convenient to work with the Liénard system than with the canon-
ical system (3.1.2). However, the price for this mathematical convenience is
the loss of our earlier physical interpretation. Let us make an analysis of the

'In the following investigation the value of p is irrelevant and so put y = 1 for conve-
nience until we explicitly state otherwise.
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phase-plane for the Liénard system. In a given point (z,y) the slope is given
by

dy -z

dr  y— F(z)

The trajectories for the Liénard system will thus have a horizontal slope only
when crossing the y-axis and a vertical slope only when crossing the curve
y = F(x). If we also look at the slope of the trajectories in the four different
regions

{(z,y) €R*|z >0, y > F(x)}
{(z,y) e Rz >0, y < F(x)}
{(z,y) e Rz <0, y < F(x)}
m:{@wwﬂwm<ay>F@n

z,

we see that in 2; and €23 the slope is negative, while in 25 and €1 it is posi-
tive. Also notice that & > 0 (£ < 0) when y > F(x) (y < F(z)). From all
this we conclude that in the phase-plane for the Liénard system the trajec-
tories always move spirally around the origin and there are no irregularities
of the type which appeared in the phase-plane for system (3.1.2) when pu is
large. Thus the Liénard transformation "smoothens out" the trajectories.
This simplifies the geometrical reasoning a great deal.

Let us suppose that there exists a limit cycle for some Liénard system. By
the above remarks it can only cross the y-axis twice. Let (0,y,) and (0,y_)
be these two points, (0, ) lying above the origin. Due to the symmetry in
the Liénard system we must have |y;| = |y—|. If not, then by symmetry we
would have another limit cycle crossing the y-axis at the points y, = |y_|
and y_ = —y,. But this clearly implies that these two limit cycles inter-
sect, which is impossible by uniqueness of solutions. On the other hand, if a
trajectory crosses the y-axis in two different points (0,y. ), (0,y_) such that
|y+| = |y—| then this trajectory will be a limit cycle. This follows also due
to symmetry, since the arc trajectory in the half plane {# > 0} connecting
the two points on the y-axis need only be reflected in the origin in order to
exhibit the full trajectory which is readily seen to be closed.

Let us consider the energy function F(z,y) along any arc trajectory in the
half plane {x > 0}. Notice that E(z,y) is actually a potential and so the
integral fv dE only depends on the starting point and end point of v. If v
denotes the half-trajectory which goes from (0,y.) to (0,y_) we have that

[ie-
.

(v2 —v3) - (3.1.7)

l\DI»—t
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In other words, a necessary and sufficient condition for the half trajectory
to be part of a limit cycle is that

/dE = 0. (3.1.8)

We can interpret this as a conservation of energy result for limit cycles in the
Liénard system. Notice that

dE
= (@ y) =2t +yy=ay—aF(z) -2y = —oF(z)

and so
dE = —zF(z)dt .

Suppose that f(x) is strictly negative for some small interval 0 < x < e. Then
we must have F'(x) < 0 in this interval. If we let v be an arc trajectory in
the half plane {x > 0} which crosses the z-axis within the interval 0 < z < €
then by the analysis made above v will be contained in the strip 0 < z < e.

The integral
/dE: /—xF(x)dt: /F(m)dy
2! ¥ gl

will then necessarily be positive since both F'(x) and dy are negative along
7. But this implies that |y;| < |y—| and we may conclude that the origin is
unstable. The same reasoning shows that the origin is stable if there exists
an interval 0 < z < € where f(x) is strictly positive, as was claimed earlier.
Another important observation is that any trajectory which crosses the y-
axis far away from the origin must spiral inward towards the origin as time
increases. To see this we can again change variables to polar coordinates and
analyze the sign of 7. The expression for 7 in the Liénard system is

7= —pukF(rcosf)cosb .

Since the leading term of F(rcos#)cos 6 has the form %(COS 0)*"+2 it is

always > 0 and so 7 must be negative for large enough . This means that we
can always find a circular region Dg around the origin such that the vector
field points inwards along the boundary 0Dy (with the two points on the
y-axis as the only exception where the vector field is tangential to the circu-
lar boundary). This gives us the possibility of using the Bendixson theorem
to deduce the existence of a limit cycle when the origin is asymptotically
unstable.

To sum up:
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Theorem 3.1.1. [f there exists an interval I : 0 < x < € such that f(x)
15 negative on I then the Liénard equation will possess at least 1 periodic
solution.

3.2 Uniqueness of limit cycles

Under which general conditions can we deduce the existence of a unique
limit cycle? This question has been extensively studied and there are many
theorems in the literature which gives a positive answer.

Theorem 3.2.1. (Liénard’s Theorem, see Theorem 4.2 in [3], pp.221-223)
Consider the Liénard system:

{%:y—Fm>
dy

a = —X.

If F(x) satisfies the following conditions, then the system has a unique stable
limit cycle.

1) There exists a unique a > 0 such that F(a) = F(—a) =0 and F(z) <0
for0 < x <a,

2) F(x) is odd and F(00) = oo,

3) F(x) is monotone increasing for x > a.

Proof. A necessary and sufficient condition for the existence of a limit cycle
is that

/dE = % (y> —y7) =0 (3.2.1)

along some "half" trajectory 7. But dFE = F(x)dy and F(x) < 0 when
0 < & < a and so there exists some circular region around the origin which
is negatively invariant. By the reasoning of section 4.1 we may deduce the
existence of at least one limit cycle and also conclude that any limit cycle L
will cross the lines |z| = a. We now show uniqueness. Recall that along any
limit cycle L we have

/LdE =0 (3:2.2)

/L o /L 2 P(x)dt = /L Fa)dy .

Assuming the existence of two limit cycles, L; C Lo, we will show that

/L Flaydy > / F(x)dy (3.2.3)

Lo

and
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which together with (3.2.2) this will imply uniqueness.
Divide L; and L, into segments according to figure 3.1.

y = Fl(x)

Figure 3.1:

Notice that:

/AQBQ Fle)dy < / F(x)dy. (3.2.4)

A1Bq
Indeed, let the segments A; By, Ay By be parameterized by y = y;(x) respec-
tively y = yo(x). We have

/AiBi F(z)dy = /AiBi —xF(x)dt = /_z #ﬁ%dw

/A  Fla)dy - /A Py = /_ (yl(;;?fj (;)(I) - yQ(;;dj(?(x)) o

L[ e ),

—a (42(7) = F(2))(1(2) = F(2))
Since yo —y1 > 0 and y; — F(x) > 0, i = 1,2 and since —zF'(z) > 0 when
—a < x < awe get

/“ —eF(@)(y2(2) —w(2)
—a (12(2) = F(2)) (11 (x) — F(x))
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so (3.2.4) holds.
On the other hand, we see that

/chl Fla)dy > /02D2 F(z)dy (3.2.5)

since if we this time let y;(x) respectively ys(x) represent CyD; respectively
CyDy we get

_ [ rF@)(e@) —y(@)
Jop Fts= [ P = )~ P ™
[ o) ey,
o (12(z) = F(2))(11(z) — F(2))
From y; — F(x) < 0, —xF(z) > 0 and yo — 1 < 0 (3.2.5) is implied. We
proceed by showing

/ " Plan(y))dy > / " Plas(y))dy. (3.2.6)

v1 Y1
Let z1(y) and z5(y) represent the segments B;C; and EyF; and put y; =
YB, = YE,, Y2 = Yo, = Yr,. In this representation we get

/3101 F(z)dy — /E'2F2 F(z)dy = /y2<F(x1(y)) — Flas(y))dy -

1
Noticing that 11 < y < yo = x1(y) > x2(y) > a and that F(z) is strictly
increasing for x > a we see that

/ " (Flan(y)) — Flealy))dy > 0 (3.2.7)

v
which is equivalent to (3.2.6). For the remaining segments on Ly we simply
notice that —zF'(x) < 0, which of course implies that

/ —zF(x)dt < 0. (3.2.8)
BoEoUF>CoUDoGoUHS Ao
(3.2.4) — (3.2.8) implies (3.2.3) and we are done.

[

The method of proof is very interesting. It relies on the fact that the
functional I(y) = fW(o . dFE is strictly decreasing in y > 0 and that I(y) = 0
is a necessary and sufficient condition for Y(0,y) to be a closed trajectory. A
similar approach will be used later when proving Rychkov’s theorem that
when f(z) = (z* — a)(z* — b) there exist at most two periodic solutions. Tt
is noteworthy that the behavior of F'(x) in the interval 0 < z < a may be
quite arbitrary. On the other hand the monotonicity of F(x) for z > a is a

necessary requirement as will be shown by example 3.3.3.
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3.3 Number and nature of limit cycles when
p—0

We will now present an investigation on the number of limit cycles for the
Liénard equation when 0 < p < 1 (i.e. when pu is very close to zero). This
beautiful result was obtained by Poincaré and leads straight to conjecture
that for all polynomial of degree 2n or 2n+1 there can be at most n limit cy-
cles. The investigation itself is actually much more general, not only concern-
ing the Liénard equation, but any equation of the form & + pf(z, %) +x =0
where f(x, %) is assumed to be a polynomial. We pose the problem as follows.
Let f(x,4) be a polynomial such that f(x,y) = ax+by+higher order terms,
b# 0. If u =0, the equation & + x = puf(z, ) collapses into the harmonic
oscillator & + x = 0 and every solution is then periodic. These periodic
solutions will be concentric circles in the phase plane, assuming we set

;f%:y (3.3.1)
d_?;g’ =—T— /Lf(l’,i‘).

Problem: To which circles do the periodic solutions of (3.3.1) tend as u — 07
We are thus secking those values of a such that a periodic solution of (3.3.1)
tend to the circle 22 + y* = a? as yu — 0.

First a small remark about the conditions we impose on f(z,y). It does
not have to be a polynomial, it suffices to require it to be analytic with a
Taylor series expansion in the form f(x,y) = ax + bx + higher order terms
with b # 0. Why b # 07 The answer is given by inspection of the linearized
model of (3.3.1) which takes the form

de __
dd_t =Y
& = —x — pax — pby.
We calculate the eigenvalues in order to check the stability of the system

’—)\ 1

)2 _
Cpa—1 —pb—\ ‘—)\ +ubA+ 14+ pa=0

—ub 22
:T“iWT—l—W'

The origin, which is the only equilibrium for the system (3.3.1), will then
necessarily be asymptotically stable (or unstable) as ub > 0 (or ub < 0). If
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we require b # 0 we thus ensure that the system (3.3.1) will be nondegener-
ate for ;1 > 0 in the sense that there wont exists an infinite number of cycles
around the origin when p small.

So we consider
i 4 pf(x, @) + 2 = 0. (3.3.2)

Let z,,(t) be the solution to (3.3.2) satisfying z,,(0) = 0, ©,,(0) = 7,
17 > 0. In the phase plane this motion will correspond to a trajectory which
passes through the point (0,7) at t = 0. If this motion lies close to a periodic
solution it will return to the positive y-axis in a least time 7" > 0 such that
run(T) =0, 2,,(T) =n'. If ¥ = n then z,,(t) is periodic with period
T. We can write T' = 27 + 7(u,n) where 7(u,n) is analytic and satisfies
7(0,m) =0 for all > 0. Let x(t) be a function satisfying

x(t) = nsint + u/ot f(z, &) sin(t — u)du

A simple calculation shows that

& =mncost+ pf(z,)sin(t —t) —{—u/tf(a:,:'v) cos(t — u)du =
0

t
:ncost+y/ f(x, %) cos(t — u)du
0
and that
&= —nsint+pf(x,2)cos(t—t) — / fz,2)sin(t —u)du = —x — pf(x,2) .

Thus x(t) must satisfy (3.3.2). Moreover, since x(0) = 0 and #(0) = 7
we conclude from uniqueness of solutions that x(t) = z,,(t). We also ob-
serve that from continuous dependence on the initial conditions, z,,,(t) is
continuous in p and n and since zg,(t) = nsint, @g,(t) = ncost we have
Tun(t) =nsint + O(p) and @, (t) = ncost + O(u) for small values of p.

From the condition z,,(7") = 0 we get

2747
0=mnsin7(u,n) + ,u/o : f(z,z)sin(r — u)du = H(u,n, 7). (3.3.3)

Notice that this defines 7 implicitly as a function of x4 and 7 since %—f | =0 # 0.
We may thus express 7 as a power series in p and 1 and since 7(0,7) = 0 we
have:
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(1, 1) = uBi(n) + 1*Ba(n) + ... (3.3.4)

We will need this representation later.
What is the first approximation of 7 in terms of small values of ©? We have
already observed that

27+T
O:nsin7'+,u/ f(z, &) sin(t — u)du .
0

we can split the integration interval and write

27 2m+T1
0=mnsinT + p f(z, &) sin(t — u)du + u/ f(z, &) sin(t — u)du .
0 27
The last term is of order O(7?%), since the integration interval has length 7
and sin(7 — u) is of order O(7) in that interval, and so we have

2
0= nsinr—i—,u/ f(z,2)sin(t — u)du + O(7?) .
0
We can also expand sin(7 — u) = —sinu + O(7) in the integral above. This

yields
27

0=nsinT —pu f(x,3) sinudu + pO(1) + pO(7?) .
0

If we now expand f(x(u),x(u)), using the fact that x(u) = nsinu + O(u)
and & = ncosu + O(p), we see that

2
0=mnsinT — ,u/ f(nsinu,ncosw)sinudu + O(p?) + pO(7) + pO(7?) .
0

However, 7 is of order O(u) and so pO(7) = O(u?). Also, expanding sin T =
7+ O(73) we finally get

2m
nT = ,u/ f(nsinu,ncosu)sinudu 4+ O(u?) .
0

In other words, the first approximation of 7 is given by

2

T== f(nsinw,ncosu) sin udu. (3.3.5)
mJo

This is by itself quite a remarkable result, notice that this formula is valid
for any n > 0. We will penetrate a bit deeper and see how we can find values
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for n such that &, (27 +7(u,n)) =1, i.e 2,,(t) becomes a periodic solution.
The necessary and sufficient condition &, , (2w + 7(x, 7)) = 1 can be written
as

27+T
n:nCOST—i—,u/ f(z, &) cos(T — u)du .
0

We proceed as before splitting the integration interval and write
2w
nzncos7‘~|—ﬂ/ f(z, %) cos(T — u)du 4+ O(u?) .
0

Expanding cosT =1 — § + O(7*) and rearranging yields

27
g7‘2 +0(th) = u f(z, @) cos(T — u)du + O(i?) .
0
Further expanding f(z, &) using z(u) = nsinu+O0(p) and & = ncosu+O0(u)
we see that

27
gTQ +0(r") = ,u/ f(nsinu,ncosu)cos(t —u)du + O(u?).  (3.3.6)
0
Substituting the expression for 7 given by (3.3.5) into (3.3.6) and dividing
by u we get the following

2m
g,uBl(n)Q +0(1%) = / f(nsinu,ncosu)cos(t — u)du + O(u) .
0

Letting 1 — 0 and noticing that 7(u,n) — 0 we can deduce

27
0= / f(nsinu,ncosu) cos udu. (3.3.7)
0

The calculations above show that a necessary condition for a limit cycle
to tend to the circle 2% + y? = o? is that n = « is a root of (3.3.7). We are
thus led to study the equation

2
0=>o(a) = f(asinu, acosu) cos udu. (3.3.8)
0
Notice that since f(x,2) is a polynomial in z and &, ®(«) will be a polyno-
mial in a. The integration is made over the full period 27 of the trigonometric
functions, so all odd terms of the trigonometric functions in f(«sinu, « cosu) cosu
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will be canceled out. The degree of the trigonometric functions in the terms
of f(asinu,acosu)cosu is of degree 1 higher than the degree of a, and so
® () will be an odd polynomial satisfying ®(0) = 0. This means that if « is
a root of ®(a) then so is —a. This is only natural since the solution zg 4 0(t)
is actually represented by the circle 22 + y? = o2 in the phase plane.
Finally, if we make the assumption that « is a simple root of ®(a), i.e if
0 # ®'(a), then the implicit function theorem will imply the existence of a
unique function 7(p) such that z,,(¢) is a periodic function for small p. This
follows from the following calculation.

Let 2m+7
K(%Mﬂ') = U(COST o 1) + :u/ f(x,y) COS(T - u)du :
0

We may think of the function K as the difference between the starting point
(0,m) and its return point (0,7;) on the y-axis. The condition K(n, u,7) =0
is equivalent to having a closed trajectory through (0,7). Since all trajectories
are closed when p = 0 we may write K(n, u,7) = pKq(n,7) where Kq(n, 1)
is some analytic function?. Suppose 7 is a value close to a positive root o of
®(a). We can then express Ki(n, 7) as a double power series in (7 — «) and

1

Kol 10) = (7 — @) A(0) + pB(a) + .. (35.9)
We will now show that A(a) = ®'(«). We have that

A(a):<%> :<13K(n7u77(n,u))> '
M /ey \H I (00)

The chain rule yields

OK (n, p, 7(n, 1)) 3K(n,u,7)+af<(n,/~b,7) or

o an or  on

We divide the calculation for a more comprehensive presentation.

OK(n,p, 1) /27r T(of0x Of Oy
b ) -1 e A _
CoST +u ; . + y cos(T — u)du

aK(UaM,T) or o orT or
or _op Moy + o [F(z(t), y()]i—omrt

20f course 7 is considered as a function of y and 7.
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T Of0x  Of Oy ) or
/L/O [(835 5, + a—ya) an cos(T —u) — f(z,y)sin(r — u)a—n} du .

From (3.3.4) we have that g—; evaluated at p = 0 equals zero and so we find

Alo) = L (W((n,uﬁ(n,u))) _ / (0f 0z  Of 3y) cos udis
K (a,0) 0

on Or da 0y da

But f (gi gz g; gz) cosudu = ®'(«v) and so we have shown that A(a) =

®’(ar). This means that if « is a simple root of ®(«a), i.e ®’(a) # 0, then we
may use the implicit function theorem to deduce the existence of a unique
analytic function n(u) satisfying Ky(n(p), ) = 0 and n(0) = a. We thus
obtain a function satisfying K (n(u), i, 7(n, 1)) = 0. In other words, if « is a
simple root of ®(«) then there are unique functions n(u), 7(n(w), 1) satisfying
zy,2r+7)=12,,0) =0, &,,027 +7) = &,,(0) =71 in a small open inter-
val around g = 0. This shows that if « is simple then there exists one and
only one periodic solution z,, ,(t) (7 close to «) for every small enough p > 0.

We end this discussion by showing how the stability of the periodic solu-
tions depends on ®'(«). Consider K(n,u,7) and view it as the difference
between a starting point (0,7) and its return point (0,7,) on the y-axis. We
assume that « is a simple root, 7 is close to o and that p is very small. To
be precise we assume that 0 < p < (7 — «)?. From (3.3.9) we see that we

may express K (1, u, 7(n, ) as

K(n, p, 7(n, ) = by (n, 1) = p((n — @) P(n) + pQ(n, 1)) -

P(n) is obtained by collecting all the terms in (3.3.9) which contains only
powers of (n — «), and so we have P(a) = A(a) = ¥’ (a) # 0. By the
assumption that the order of u is lower than the order of (n — «) and from
the fact that for (n — «) small enough the sign of P(n) is equal to that of
P(a) we conclude that the sign of (n — a)P(n) + pQ(n, ) is the same as the
sign of (n — a)P(«). Assume now that P(a) = ®'(a) > 0. If n > « then
K (n, pr, 7) will be positive and so the trajectory (o, will tend outwards away
from the limit cycle y(,a). If n < o then K (n, p, 7) will be negative and (o,
will spiral inwards away frorn Y0,a)- Thus if ®'(«) > 0 the limit cycle (o,
will be unstable. By the same reasoning we see that if ®'(a) < 0 the limit
cycle will be stable.

To sum up, we have proved the following theorem:

Theorem 3.3.1. (see Theorem 5.5 in [7], pp.313-320) The "generating”
circles Cy, : x®+1y* = o? of the limit cycles of the equation i+puf(x, 7)+z =0
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correspond to the roots of ®(«). If ®(ag) = 0 # P'(ap) then there exists
exactly one limit cycle L, which tends to Cy, as p — 0. Further, the stability
of L, is determined by the sign of ' (ap). If () < 0 (®'(ag) > 0) then
the limit cycles tending to C,, is stable (unstable).

We have the following interesting corollary.

Corollary 3.3.2. The Liénard equation & + pf(x)® +x = 0 has at most n
simple limit cycles where 2n or 2n + 1 is the degree of f(x), for 0 < p < 1.

Proof. The equation

2m
0=9o(a) = f(asinu)a cos® udu
0
is polynomial and of degree at most one more than the degree of f(z). Since
® () is an odd polynomial with av = 0 as a root the number of positive simple
zeroes can be at most n. [

Notice that f(z) is an arbitrary polynomial here, we do not require it to
be even. By a suitable choice of the coefficients of f(z) one can construct
exactly j periodic solutions, 0 < j < n, for a small enough value on p.

Example 3.3.3. Let

1, 3., 299 , 99
f@) =57 = 5%+ T500% ~ 600 -

It can be shown that the primitive function of f(z) only has one positive
root x = ¢, see figure 3.2. It will however not be monotone increasing for all
x > c¢. This example will serve to show how the condition of monotonicity in
Liénard’s theorem is a necessary condition for the uniqueness of limit cycles.
We have

2
d(a) = / af (asin 0) cos? Od6
0
which is found to be equal to

Tor 3 5,299 5 99
61 ~5Y 0% T 100

This polynomial can be factored as

11
10

T a(a? — 1)(a? — 2)(a?

64 10 )
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According to the previous results the equation & + pf(x)& + x = 0 will have
3 periodic solutions for small enough .

-15 -1 -0.5 0 0.5 1 15

Figure 3.2: The graph of y = 12% — 22* + 2847 — A8

16007 ~ 400

3.4 van der Pol’s equation

We will now investigate a special case of Liénard’s equation &+ uf(x)t+x =
0, namely the case when f(z) = (22 — 1), p > 0. This equation is called
the van der Pol equation and is considered to be important. Besides its
historical importance the van der Pol equation serves as an excellent example
of how one may attack the Liénard equation in general. Its equivalent Liénard

system is
3
{% =y—ply o)
d
4=—a

Notice that F(z) = ,u(% — z) only has one positive zero at z = /3, is
monotone increasing for z > /3 and negative for 0 < z < v/3. Obviously
F(00) = oo and so we can use Liénard’s theorem to deduce the existence of
a unique stable limit cycle. This simplifies our reasoning a lot since we do
not have to set out finding any cycles or try to bound the number of cycles.
We simply know that any trajectory will either be the unique limit cycle,
or it will spiral towards it in a nice and "smooth" fashion (the origin being

excluded). We include the phase portrait of the two equivalent systems in
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figure 3.3 . Notice the difference in regularity with respect to 6 as observed
in 4.1.

R
e

&

a 5 4 3 2 El 0 1 2 3 4

(a) The Liénard system (b) The canonical system
Figure 3.3:

We will first investigate the amplitude of this limit cycle in the strong
and weak nonlinear regimes.

We begin with the case ;n — 0. By Theorem 3.3.5 the amplitude is given by
the roots of the polynomial

2m
O(a) = / f(asinu, o cosu) cosudu .
0
Applying this to the van der Pol equation we find ourselves trying to solve
2
d(a) = / (1 —a?sin?u)a cos® udu = 0 .
0

1 cos(2u) 2

3 5 u we can rewrite

, sinu = 1 — cos

Using the fact that cos? a =
and split the integral as

1 2 2w
5(@ —a?) / (14 cos 2u)du + o® / cos* udu .
0 0

The integral to the left is easy to solve
1 2m

2w 1 1
—(a —a?) / (14 cos2u)du = =(a — o®) |u+ =sin2u| = 7(a—a?)
2 ) 2 2 .

The right expression however is a bit complicated, but using FEulers formula
and putting cosu = 1(e™ + ™) we get
3 27

21 a ) ) 053 2m . . . .
043/ cos* udu = — (e™4e ™) du = — / (e*4e*™+64+de” 2 e ) du =
; 16 J, 16 J,
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w

a1 . 2 2 1, m
— | — U _2 6 _ = W T zud —
16 {42‘@ Fgrerbumge 5 ,
1 317 3703
= {3—28in4u+é—lsin2u+§u]o = Wf .
We conclude
o2
O(a) =ma(l — Z)

The equation ®(a)) = 0 has only one positive root at a« = 2. We also see that
(o) =7 <1 — %) Since ¢'(2) = —27 < 0 we have again confirmed that
the limit cycle is stable. The amplitude of the limit thus tends to 2 as u — 0.

Now let us turn to the case when pu — oo.

We will use the theorem of Bendixson to show that the limit cycle tends to
the closed curve shown in figure 3.4. For this purpose we first make a small
change of variables for the parameter pu, setting € = }% The equation

i+pu@®—1)i+r=0
takes the form
€i+ (22 — 1) +exr =0
after multiplying with e. The Liénard system then becomes

{6% =y—(5-2) (3.4.1)

 _
5 = €T
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Theorem 3.4.1. (see Theorem 17.2 in [7], pp.343-345) Let L. be the limit
cycle of (3.4.1). As e — 0, L. tends to the curve J in figure 3.4.

/ =, / *
a(—py, p2) S

¥ ' (pa, —p2)

’

¢
.

Figure 3.4:

Proof. As always when using Bendixson theorem the challenge is to construct
an invariant annular region. Let A — H respectively A’ — H' be the points
given in figure 3.5. Here P and P’ are always symmetric around the origin
for any point P. The arc AB is a part of the curve y = (% — x) — h. Think
of B as lying close to (but not at) the local minimum of this curve. The arc
B(C'is a part of the tangent line to the curve y = (% —x)—hat B. CD is
just a horizontal line segment. DA’ is a vertical line connecting D with the
curve y = (% — z) + h. By symmetry we have constructed a closed curve
ABCDA'B'C'D' A which we denote by J;.

Let H be the local minimum of the curve y = (’”—33 —x). HE' is the just
a horizontal line segment. Let the straight segment E’'F’ be such that the
slope is close to (but not equal with) zero. Here the point F” lies close to the
curve y = (% — x) but not on it. F'G’ is the vertical segment connecting
F’ with this curve. The arc G’A’ is simply a part of the same curve. By
symmetry we have constructed a closed curve HE'F'G'H' EFGH which we
denote by J,. We will now show that the annular region between J; and J,

is positively invariant.
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Figure 3.5:

Let us start by showing that our curve J; is such that at every point on
J1 the vector field points inward. This is clear from earlier discussion on the
arcs CD, DA’. We turn to the arcs AB and BC. Let P = (xy, x—; —x1—h)
be a point on AB. At this point the vector field has the slope

dy dy = —er;  €x
dx_edx_y_ﬁ_ h
3

Note that on the arc AB the slope of the tangent is given by 22 —1 > z% — 1.
So by choosing € small enough the slope of the vector field will be smaller

than that of AB at every point on AB (2 < 23 —1 < 27 —1). Since

we know that the field points leftwards under the curve y = (x—; — ) it will
thus point inward relative to J; on AB. On BC we note that the slope of

any vector is (‘f;x ) < _;2’” since |y — (””—; — x)| > h. It thus becomes
y—(5 2

clear that we can make the slope arbitrarily small for any vector on BC),
i.e the vector field must point inward on BC' when € is small enough. By
symmetry the region enclosed by J; is positively invariant. On J; we have
a similar situation as on .J; and we only need to check the direction of the
flow E'F. Let k denote the small distance between F' and GG and again notice
that |y — (% — )| > k. Thus for small enough € we can make the slope of
the vector field strictly sgnaller than that of E'F for all points on EF. We

know that above y = (% — ) then the field points rightwards and so by
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symmetry we conclude that the flow points outwards with respect to J,. We
now only have to realize that we can make h and k arbitrarily small and let
B lie arbitrarily close to the local minimum y = (9”—; —x). This concludes the
proof. Il

It is now easy to find the amplitude of the van der Pol limit cycle when

e — 00. Consulting the picture we see that we need to find the root to the
CEB CEs

equation % — T = Ypmae Where ypq, is the local maximum of y = % — .
Local maximum appears at * = —1 which gives ¥, a0 = %, thus we need to
solve "%3 —r = % It is easily verified that x = 2 is the desired root. The

amplitude therefore tends to 2. Since the amplitude is tending to the same
value as 4t — 0 and p — oo we can conclude that there is a maximal value
for the amplitude in the range 0 < p < co. This maximum is still unknown.
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Chapter 4
The case f(z) = (2% — a)(z? — b)

In chapter 3 we made some general observations on the Liénard equation
and applied the theory to the special case of van der Pol. We shall now turn
our focus to the equation & + puf(z)z + 2z = 0 with f(z) = (2% — a)(2® — D)
where a > 0, b > 0. All the results which were obtained on the van der Pol
equation will have their analogues, but proofs will be lengthier. Things are
indeed complicated by the fact that we do not have the existence of a unique
limit cycle. We shall see that depending on the values of p and a in f(z) we
may actually exhibit either 0, 1 or 2 limit cycles. For each value of p > 0
there exists exactly two values for a such that there will only be 1 limit cycle,
with multiplicity 2. The final aim of this chapter is to sketch the bifurca-
tion diagram in the (u, a)-plane which indicates this relation between p and a.

We are thus studying the equation & + pf(z)Z + x = 0 and its equivalent

system
de __
by _ 0.
dt
with f(z) = (2% — a)(2® — b). By scaling, = — xv/b, this equation is trans-
formed to
g4+ (2*—ad)(2a* - Di+x=0,

where 1/ = pb? and o’ = 7 Since this scaling of x preserves all topological
structure there is no loss of generality in studying the transformed equation.
Recall that changing sign on p corresponds to changing the time direction
and so we may assume g > 0. Also notice that if a < 0 then f(z) = F'(z)
will have only one positive zero at x = 1, implying that F(z) will have one
positive root and be strictly monotone for all x larger than that root. It
will thus satisfy the conditions in the theorem of Liénard, the case already
studied, and so it is no loss of generality to assume a > 0. These observations
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show that the bifurcation diagram depends essentially on 1 and a where all
the interesting information is contained in the first quadrant of the (u,a)-
plane.

From section 3.1 we see that the origin is asymptotically stable (due to the
stability of the origin in the linearized system as in (3.1.3)) and so we can
not use the Bendixson theorem to deduce the existence of at least 1 limit
cycle. It is indeed easy to show that for certain values of a there are no limit
cycles regardless of the value of ;1 > 0. Consider the energy function E(z,y).
Its time derivative with respect to system (4.0.1) becomes

dE(z,y) B 2 a+1 4
T——xF(w)——x<€— 5% +ax

For which values of a will % < 0 for all 7 If there exists such an a,
then E(x,y) will be a global Liapunov function and so the origin will be
asymptotically stable in the whole. In order to find these values of a we need

to solve the equation F'(x) = 0.

4 1
F(x)zx(%—a;— $2+a)

putting 2% = t we find
2 a+1

t =0
5 3 +a

with the roots

S 5(a+1)  [25(a+ 1)
=" +\/

1 2 1)2
e t2:5(a+ )_\/5(a+ P .,

36 6 36

These roots will become a double root when the discriminant is zero. This

happens exactly when

26
- "a+1=0

5
iewhena=5o0ra= % Since the function s(a) = a*— %aJr 1 is negative for

% < a < 5, the roots of % — %t + a = 0 will all be complex for these values
%5 —otlgd 4 a:z:) = 0. If we for instance let

a = 2 and evaluate at x = 1 we find

dE 1
@ (1o142) <o,
dt (5 +><

of a, and so are the roots of — (
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We conclude that ‘fi—f < 0 along any trajectory of the system (4.0.1) when

% < a < 5. Therefore there can be no limit cycles, regardless of the value of
(4, in this interval of a.

0 limit cycles

v

1t

1 limit cycle

Figure 4.1: A first insight into the bifurcation diagram

We now turn our attention to the proof that system (4.0.1) has at most
two limit cycles. Even if this result is not as "convenient" as having a unique
limit cycle, it is really helpful to know the exact upper bound for the number
of closed trajectories.

4.1 The number of limit cycles is at most two

The theorem stating that Z + u(z? — 1)(z? — a)& + z = 0 has at most two
periodic solutions as p > 0 was obtained by Rychkov in 1975'. The proof
uses a technique similar to that in the proof of Liénard’s theorem and is also
valid for a general class of functions f(z) which behave like a polynomial of
degree 5. From Liénard’s theorem one knows that there is at most 1 limit
cycle in the region |z| < max(1,+/a) (since in this strip the vector field satisfy
all the conditions in Liénard’s theorem) which is unstable if it exists. One

see [12]
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proceeds by showing that the integral of the divergence along limit cycles
crossing the lines |z| = max(1,+/a) is monotone decreasing with respect to
the amplitudes of the cycles, i.e if L; is inside Ly then

/L div(y — F(z), —x)dt > / div(y — F(z), —x)dt .

Lo
Since this integral is related to the stability of the limit cycles one can con-
clude that if there exists more than two limit cycles then two of them will have

to be consecutive and both stable which is impossible. Before giving the full
proof we need some extra lemmas. Notice that div(y — F(x), —x) = —f(z).

Lemma 4.1.1. (see Lemma 5.3 in [3], p.257) Suppose that the Liénard sys-
tem has an arc of trajectory v : y(x) defined on [, 5]. Then the integral of
the diwvergence on vy is given by

[ =1t = santuto)—F () (1] 55

Proof. Let us first assume that y(z)—F(z) > 0 (notice that if y(z)—F(x) = 0
at x = & then the solution passing through (&, F/(§)) cannot be written as
a function y(x) around x = £). We rewrite — f(x)dt as % and obtain

the following

[ [ [ R ),

F(z) — u(a) F(a) — (o)
T e FB) =)
) =)l +/ Flo) —y@ ™ =" Fla) = yla)| T
()
ek
Since @_ .
dr ~ F@) (@)
and
n[FOZUO | CO 9O —led) 10—t
(@) —y(@)| ~ " [(Fla) — (@) (F(B) — (o) () — y(@)
F(B) - y(3)
REG) —y)

S (F(B) — Flx))ade
- / (F(B) — y(@))(F(z) — y(x))?

)



we get

ot = | E@ @] NFB —y(B)| 7 wde
IS eI e e M Ao
Notice that the function F'(3) — y(x) satisfies
) /ﬂ y@de | E() = y(9)
o F(B)—y(z) F() = y(a)

and so we get

e\ — B By (z)de p xdx
/7 fw)di = / Fw)—y(x)*/a o) —y@)?

Finally, rewriting y'(z) as m again and putting the two integrands on

a common denominator we get
/ﬁ (F'(B) = F(z))xdx )
o (FB)=y(@)(F(x) —y(x))?)

[ ~stori- (1] £ ke

F(a) - y(a)
If y(z) — F(z) <0, then consider — [ —f(z O

()~ (o)
@) = yla)

Lemma 4.1.2. (see Lemma 5.4 in [3], pp.257-258) Suppose that the Liénard
system has arc trajectories v; : y;(x) i=1, 2, x € |o, 3], a > 0 which satisfy
1. ya(x) > yi(z) > F(x) or yo(x) < y1(z) < F(x) for x € [, ]

2. F(B)— F(z) <0 (>0), forx € [a, 5]

Then the following holds

/Wf(a:)dt— /Mf(:c)dt >0 (<0) .

Proof. We only show the case outside the parenthesis, the other case being
treated analogously. By the previous lemma we get that

R S R e

1 1 ) .
(F(B) =y (@) (F(x) —wu(2))*  (F(B) = ya(2))(F(2) = ga(2))?)

- a(F(9) - F (&) (
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First assume that ys(x) > yi(x) > F(z) for © € [, []. since F(a) > F(5)
we see that y;(a) — F(a) < yi(a) — F(0), i 1 2 and so we easily get

F(B) = ya(a) _ F(B) = yi(a)

"= Fla) mlo) = Flo) —mila) Ly
Also, since y;(z) > F(z) > F(f) on x € [a, (], we find

1 1
(FB) @) F@) — @) (FB) — m@)(F@) —m@)?
(4.1.2)

From (4.1.1) and (4.1.2) and the assumption that F'(z) # 0 we immediately

get
/f dt—/f )dt >0 .

Now assume that yo(z) < y1(z) < F(z). The inequalities (4.1.1) and (4.1.2)
now become

F(B) — y(a) ‘F(ﬁ) —y1(a)
1> >0 4.1.3
> [Fr | |Fe —
and
1 B 1 -0
(F(B) =y (2)(F(z) —n(x))?  (F(F) = ya2(2)) (F(x) — ya(2))? ” '1 9
From these two conditions we again obtain that
/ f(x)dt—/ f(z)dt >0 .
Y2 71
O
Lemma 4.1.3. Consider the Liénard system
G =y—F()
e
where F(x fo s)ds and f(x) is an even, two times differentiable func-

tion. Let x = [ be the largest positive root of f(x) (which is assumed to be
simple) and assume that f is monotone increasing and that f"(x) > 0 for
x > (. Further assume that vi t xi(y), i = 1,2 are two arc trajectories in the
half-plane x > (3 with x1(y) < x2(y). Then the following holds

/fdt>/f
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Proof. We first show that @ is monotone increasing when x > (3. We have

a4 (M) _af'(w) = f(x)

=0
dx x 2

if and only if
af'(x) = f(z) =0

Let xy be such that %xow = f'(z9) and let P = (zo, f(x0)) be a point on
the graph of y = f(z). Further let a; be the angle between the z-axis and
the line segment OP (where O denotes the origin) and let as be the angle
between the tangent line of y = f(x) through P and the z-axis. Then we
have that

f (o)

Zo

tanap = , tanay = f(x0)

which yields oy = ag since %xoo) = f'(xo) is assumed. But f(z) is concave

on the interval z >  since f”(z) > 0 and so the graph of y = f(z) must
lie above its tangent line given by y = f'(z¢)z at P. Again by concavity we
may conclude that y = f(z) does not intersect with its tangent line through
P on the interval § < x < xy. But this contradicts the fact that § is a root

of f(x) and so we must have
d (f(z)
(L) S0
d:z:( x ) ~

forall z > (3, i.e % is monotone for all z > (.

From the above we conclude that the transformation

X = {@)
Y=y

on the range {x > 3, y € R} is a continuous bijection. Moreover, it is clear
that this bijection has a continuous inverse on the range {X > 0, Y € R},
i.e it is a homeomorphism from the half-plane {x > (3} to the half-plane
{X > 0}. We denote this homeomorphism by H.

We want to show
/ ()t > / _f(a)dt.

It is clear that this is the same as proving

/@dy>/ @dy.
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The transformation H takes the arcs ; to the arcs 7, with start and end-
points lying on the Y-axis, say at Y;, and Y; . Moreover, if we parameterize
v by X;(Y) we see that the integrals

Y2
X,(Y)dY

Yia

[y,

Since the integrals in the (X, Y')-plane are equal to the area between ~; and
the Y-axis with negative sign (we are integrating in the negative Y'-direction),
we immediately see that

are equal to the integrals

Yl,2 Y2,2
X, (Y)dY > X,(Y)dY .

Yl,l Y2,1

We have thus managed to show that

/71 — fa)dt > /7 — f(x)dt.
O

We are now in a position to prove Rychkov’s result that the number of
limit cycles cannot exceed two.

Theorem 4.1.4. (Rychkov’s theorem,see Theorem 5.1 in [3], pp.259-261.
See also the original paper [12]) Consider the Liénard equation and its equiv-

alent system
e _ o _F
{dt y—Flz) (4.1.5)

dy _ _
a - T

and let F(x) be an odd degree five polynomial like function. More precisely,
let F(x) satisfy the following conditions.

1)F(x) is differentiable with continuous derivative.

2)F(z) has two positive roots, 0 < 1 < [, and F(z) <0 for x € [B1, Ba].
3)3a, B < a < B, such that F'(a) =0 and F'(x) <0 for /1 <z < a.

4)F () and F'(x) are monotone increasing for x > «a and F(00) = F'(00) =
00.

Then the system (4.1.5) has at most two limit cycles.

76



Proof. By Liénard’s theorem we can conclude the existence of at most one
limit cycle in the region |z| < a which is unstable if it exists (the situation
here is the same as the situation in 3.2.1 with —p instead of p). Assume the
existence of two limit cycles, L and L', where L’ is outside of L and both
L and L' intersect the lines |z| = a. We first show that the integral of the
divergence along L and L’ satisfies

[ —rwan < /L @t [ s> /L F)dt. (4.1.6)

Since f(x) is an even function, by symmetry we only need to estimate the
divergence along the half cycles (see fig. 4.2):

(x)dt > f(z)dt. (4.1.7)

A2F2 AlFl

Figure 4.2:

We start with A;B; and A2 Bs. Let y;(z) and yo(x) be the arcs A, B
and AsB, (F1Fy and EsF, respectively). On the interval 0 < z < (3 the
functions F'(z) and y;, i=1, 2, satisfy the assumptions in lemma 4.1.2. We
can thus deduce

(x)dt > f(z)dt (4.1.8)
Az B2 A1By

(x)dt > f(z)dt. (4.1.9)

Ex Py E Fy
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Now consider B;C and BsCs. Since dt = we get

y— F(w)

f(x)dt — f(x)dt =

B2Co B1Cy

RO A
‘/ﬁl (y2<x>—F<x> y1<x>—F<x>>d 20, (4.1.10)

where y;(z) and yo(z) are parameterizations for the arcs B1C) and ByCy
respectively. (4.1.10) holds because f(z) < 0 on the interval [, ] and
y2(z) — F(x) > y1(x) — F(x). The reasoning on Dy E; and Dy Fj, is similar.
Here we have y,(z) — F(x) < y1(z) — F(z) but integration is now from « to
(4 and so we get

dt — dt =
[ rwa /D REC

- /j (y2<x{(—$)F<x> " <x{(—x)F<x>) =

-/ (o e ) Fe) 20 @

Finally consider C1D; and CyD5. Since f(x) and F(x) satisfy the condi-
tions in lemma 4.1.3 we conclude that

f(z)dt > f(z)dt (4.1.12)

CQDQ ClDl
(4.1.6) now follows from (4.1.8)-(4.1.12).

Having proven (4.1.6) we make the following observations.

i) If we have a stable limit cycle L crossing the lines |z| = «, then there
cannot be any limit cycle outside of L. Indeed, the integral of the divergence
along L is < 0 and so if we had a limit cycle L outside of L then (4.1.6)
would force it to be stable (see Theorem 2.1.13). But it is impossible to have
two stable limit cycles lying next to each other.

ii) If we have a semistable limit cycle crossing the lines |z| = «, then this
limit cycle cannot be internally stable and externally unstable. To see that
consider the system

where

0if |z| <

or someb € R.
(ol = )2 if o] 20 7

Fy(x) = F(x)+br(z), with r(z) = {

78



From example (2.3.3) we know that this is a generalized rotated vector field.
This vector field is equal to (4.1.5) when b = 0 and it satisfies the conditions
1)-4) above. From Theorem 2.3.8 we know that if 0 < b < 1 the supposed
semistable limit cycle will split into at least two limit cycles, one stable and
one unstable. Moreover, the stable limit cycle will lie inside the unstable one.
This will however contradict (4.1.6) since the generalized rotated vector field
satisfies conditions 1)-4).

We can now consider two different situations. First assume that there exists
a limit cycle C' in the region |z| < « and a limit cycle L crossing the lines
|z| = « . Since the limit cycle C' is unstable L has to be internally stable.
From observation ii) above it must be externally stable as well. From ob-
servation i) we conclude that there exists no more cycles outside of L. Now
assume that there is no limit cycle in the region |z| < « and that we still have
a limit cycle L crossing |x| = o. Then L has to be internally unstable since
the origin is stable. If L is also externally unstable then we will have one
more limit cycle outside of L which will be internally stable. From observa-
tions i) and ii) it will have to be stable and there will be no other limit cycles
and so we again have exactly two cycles. If L is externally stable, then there
can be no limit cycle outside of L. Otherwise consider the rotated vector
field above. For 0 < b < 1 the limit cycle L will split into two limit cycles,
one unstable and one stable, and the stable one will lie outside the unstable
one. But then there can be no more limit cycles outside of the stable one
(again from observation i)). This concludes the proof. O

In the proof above we could have divided the integrals of the divergence
in a simpler manner. Indeed, lemma 4.1.2 is applicable on the interval x €
[0, ] since F'(z) > F(«) on this interval. This gives us the possibility of
generalizing Rychkov’s theorem somewhat:

Theorem 4.1.5. Consider the Liénard system
dr __
{W =y - F@) (4.1.13)

where F(x) is a odd and continuously differentiable function satisfying the
following conditions.

1)The derivative, f(x) = F'(x) has exactly n positive simple roots 0 < & <
& < ... < &, and F(z) has exactly n positive simple roots & < a; < & <
g < ... < & < Q.

2)Put m; = F (&), then |m;| < |m;| fori < j. Also F(o00) = oc.
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3)f(z) is monotone increasing for x > &,.
Then the system has at most n limit cycles.

Proof. The proof is by induction over n. Notice that n = 1 is settled by
Liénard’s theorem and n = 2 is settled by Rychkov’s theorem. In the range
|z| < &, there are at most n — 1 limit cycles by induction hypothesis (in this
range F' may be considered as a polynomial with n — 1 roots and negative
leading term). Suppose L; C Lo are two limit cycles crossing the lines
|z| = &,. By lemmas 4.1.2 and 4.1.3 we have that

—f(@)dt > | —f(x)dt. (4.1.14)

L1 L2

This means that if L; is a stable limit cycle then L, cannot exist. Also, by
considering the generalized rotated vector field

{z—fzy—Fbm

= = —
where

0df |z <&
(] = &)% if |a| = &

Fy(x) = F(x)+br(x), withr(z) = { for someb e R

we can reason in exactly the same manner as in the proof of Rychkov’s
theorem to deduce that a semi stable limit cycle crossing the lines |z| = &,
will have to be internally unstable and externally stable. Suppose we have
exactly n — 1 limit cycles in the region || < &,. They will necessarily have
to be simple limit cycles and so they will be alternately stable and unstable,
the outermost being unstable. This means that L; is internally stable. It
therefore has to be stable and so Ly cannot exist. On the other hand, suppose
we have less than n — 1 limit cycles in the region |z| < ,. Then L; can be
either internally stable or internally unstable. If the former holds then by the
above L; will be stable and L, wont exist. If L, is internally unstable then
it may be either externally unstable or externally stable. If the former holds
then we must have a cycle L, outside of L since trajectories far away from
the origin tends inwards in the phase plane. But Ly will then be completely
stable and no other cycles will exist. If Ly is externally stable then it will
bifurcate into two cycles in the generalized rotated vector field above, one
unstable and one stable, the outermost being stable. But then again Lo
cannot exist outside of L;. O
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Even though this theorem does not completely solve the problem of the
number of limit cycles for the Liénard equation it shows us what kind of
polynomials may cause a "pathological" situation.

Rychkov’s theorem gives us a lot of information concerning the bifurcation
diagram. For instance we see that the points (p,a) for which there exists a
single limit cycle form a closed set, i.e a bifurcation curve, in the first quad-
rant in the (p,a)-plane. This curve will divide the plane into a number of
regions, each representing the existence of either 0 or 2 limit cycles in the
phase plane. Crossing this curve corresponds to a saddle-node bifurcation
(two cycles coincide and then disappear). In the next section we will apply
the theory presented earlier to investigate the behavior of this bifurcation
curve for small values of .

bb 0 ) - [=] — n 2] N o
=]

(a) Positive time direction. We see the (b) Negative time direction. We see the

stable limit cycle. unstable limit cycle.

Figure 4.3: The phase portrait for the equation Z+0.1(z?—1)(z*~7)2+z = 0.
In (a) the time direction is positive, while in (b) it is negative. Notice how
different trajectories tend to different locations in the phase plane.

4.2 The weakly nonlinear regime

From the theory presented in section 3.3 we know that the number of simple
limit cycles, when g is small, is determined by the equation

2
d(a) = flasinu, acosu)cosudu =0 .
0

Since f(z,y) = (2% — 1)(2? — a)y we are led to investigate
2m
d(a) = / (a?sin®u — 1)(a?sin® u — a)a cos® udu .
0
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When this equation has 2 simple roots the system will have 2 limit cycles
for small . When the equation has no roots there will be no cycles. The
bifurcation thus occurs when ®(«) has a double root. We thus seek the
values of a which make o a double root. We first need to solve the equation
®(a) = 0 in terms of a:

21
d(a) = / (a2 sin®y — 1)(&2 sin?u — a)a cos® udu =
0

2w 2 2
= / a® sin® u cos® udu — / a3asin® u cos® udu — / a? sin? u cos? udu+
0 0 0

2
+/ aa cos® udu
0
511 1 1 o
O(a) = 3—2 {6 sin(6u) — 3 sin(4u) — 3 sin(2u) + QUL -
1 1 2m 1 2w
(a’a + o?) {gu ~ 3 sin(4u)] ) + ad [g + 1 sin(2u)] 0 =
_ma® (a?’a—i—oﬁ)z b oar — o’ wala  wa? ren
-8 4 -8 4 4 B
= ?(a —2a%(a+1)+8a) =0. (4.2.1)
The important case is of course when
at —2a*(a+1)+8a=0. (4.2.2)

Putting o? = ¢t makes (4.2.2)
t* —2t(a+1)+8a=0.
We now have a simple second degree equation in ¢ to solve. The solution is
t=(a+1)+xva2 —6a+1

In order to find real solutions to (4.2.1) we assume that va? —6a+1 > 0.
Solving this equation with respect to a yields

a:3i\/§.

So a? — 6a + 1 is therefore negative whenever

3—V8<a<3+V8.
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There is no periodic motion satisfying & + p(z* — 1)(2? — a)t + x = 0 when
a lies in that interval, at least not for small values of u. The situation is
sketched in the following figure 4.4.

e B e
O limit cycles
1
= \."’8_. TR
1 limit cycle H
Figure 4.4:

Calculating ®'() and letting a > 3 + /8 (a < 3 — v/8) we find

™

¥'(a) = %

(5a* — 6a*(a +1) + 8a) .

If we for instance choose a = 10 we see that

a1 = vb.3—+vV1.3 Qg = vb3++v13.

Evaluation of ®'(«) at these values yields ®'(«y) > 0 and ®'(ay) < 0. This
confirms that the inner cycle is unstable while the outer is stable.

So far we only know that the bifurcation curve starts at (0,3 4+ 1/8), but
we know nothing about the behavior of the curve(s) after that. We made
some numerical investigations for the upper part of the bifurcation curve.
They are presented in the table below and are to be interpreted as follows:
for a given value of i we have listed the "lowest" value of a for which there
exist two limit cycles.
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1% Anum M Anum I Anum
0.05 | 5.831 | 0.12 | 5.843 | 0.20 | 5.870
0.06 | 5.832 | 0.14 | 5.849 | 0.22 | 5.879
0.08 | 5.834 | 0.16 | 5.856 | 0.24 | 5.888
0.10 | 5.839 | 0.18 | 5.862 | 0.25 | 5.90

The numerical values are plotted here in the (u, a)-plane.

X
589+ +
™
589} + .
+
1]
536} * .
+
*
5841 . * 4
T (Y O A R e S e
5& 1 1 1 1
005 0.1 015 02 028
fi
Figure 4.5:

It appears that the upper bifurcation curve at first is monotone increas-
ing. The following questions arise: is it always monotone increasing? Is it
bounded? Does the lower curve behave in the same manner?

The lower curve is of course bounded from below by a = 0 and from above
by a = %, since if a < 0 we are in the case of Liénard’s theorem and for a = %

we have no limit cycles by the remarks made in the beginning of section 4.1.

4.3 The strongly nonlinear regime

We now make a similar study of the number of limit cycles when pu is very
large. The approach is analogous to the one made for the van der Pol equa-
tion. The difference is of course that we are no longer assured the existence
of a single limit cycle and so we need to find some suitable conditions on a
which guarantees the existence of two limit cycles as y — oco. We start by
changing the parameter u, putting p = %, and get the corresponding Liénard

system
{e‘fl—f =y — F(x)

By _ _
G = €
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where F(r) = f0$(32 —a)(s* — 1)ds, ¢ — 0. We study the slope g—g:

dy —€e2x
dr  y— F(z)

As e — 0 the slope will tend to 0 at any point where y # F'(x). This means
that the trajectories will consist of horizontal lines pieced up together. One
important observation needs to be done here. If we are located below the
curve y = F(x) the trajectories will point to the left; if we are above they
will point to the right. This means that there exist arc trajectories lying
arbitrarily close to the curve y = F(z). This is why the unique limit cycle
in the van der Pol equation gets its peculiar shape for large u (of course
we must make the change of parameters u = % in order to get a bounded
trajectory). This reasoning indicates the following simple but important fact.
If my < 0 < M; represents the local maximum and minimum of F'(z) on the
positive x-axis, then in order for us to have two limit cycles as © — oo we must
have |my| > |M;|. The geometric reasoning behind this fact is fairly easy.
First of all, any limit cycle will have to cross a local maximum /minimum as
pu — oo. As soon as a (horizontal) trajectory lying above all critical points
hits the curve y = F(x) it will cross it vertically and then lie arbitrarily
close to it, i.e it will follow it downwards until it reaches the local minimum
my. As it reaches my it will move horizontally to the left until it reaches the
curve y = F(x) again. If |m;| < |M;| then this will happen before it passes
the local minimum on the negative x-axis. The result is that the trajectory
crosses y = F'(x) vertically and then follows it into the origin, i.e the origin is
asymptotically stable in the whole. On the other hand, it is easily seen that
if [my| > |M;| then we can copy the arguments in the proof of Theorem 3.4.1
(the theorem stating the shape of the van der Pol cycle as 1 — oo) showing
the existence of two limit cycles with the same peculiar shapes as in the van
der Pol equation (see figure 4.6).
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Figure 4.6:

We have thus sketched the proof of the following:

Theorem 4.3.1. Consider the system

{e‘fi—f:y—F(x)

dy__
at (M4

with F(z) = [J(s> —a)(s* = 1)ds. Ifa > 1 (a < 1) and |F(Va)| >
|[F(1)] (F(y/a)| < |F(1)]) then there exist two limit cycles as € — 0. More-
over, these limit cycles tend to the Jordan curves J; and Jy shown in figure

4.6.
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(a) Negative time direction (b) Positive time direction

Figure 4.7: We have here plotted the phase portrait together with the curve
y = F(x), where u = 7. The straightening out of the trajectories does not
require i to be exceptionally large.

The previous paragraph shows that the values of a which make |m;| =
| M| are of main interest. We of course assume that f(z) is normalized to
f(z) = (#*—1)(2*—a) and so the critical points on the curve y = F(x) occurs
at x = £1 and = ++/a. |my| = |M;| then means that F(+1) = F(F/a).
We solve F(—1) = F(y/a) and find

L TEV
==

The two roots corresponds to a < 1 and a > 1 respectively. For any a between
these two roots we have |m;| < |M;| and so no limit cycles will survive as
i — oo. This gives further interesting information about the bifurcation
curve. We now know that it "starts" at the points (0,3 ++/8) and "ends" at
the points (oo, %ﬁ) Because of continuity the curve(s) must be bounded
and so there exist values for a, say a, and a*, such that if 0 < a < a,
or a* < a we will have two limit cycles for any value of p. Beside from
searching the values a, and a* we are interested in the qualitative behavior
of the bifurcation curve(s).
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4.4 An upper bound for the bifurcation curve

We want to find some conditions that ensure the existence of at least two
limit cycles for the Liénard system

{%:y_F@)

@ —g(z)

when F'(z) is an odd polynomial of degree five, and g(x) is some odd function
with x = 0 as the only real root. The method described here is due to N.G
Lloyd. Remember that the only positive criterion for the existence of limit
cycles is given by the theorem of Poincaré-Bendixson. We shall thus show
how to construct a closed curve I' with the property that the vector field
points outward at every point of I'. I" will of course surround the origin, and
since we know that the origin will actually be asymptotically stable for our
choice of F(x) this will yield the existence of a cycle inside I". Moreover, we
have already pointed out that any motion in our system which begins suffi-
ciently far away on the y-axis will have to "loose energy" and spiral inwards
towards some neighborhood of the origin. We can thus use Bendixson’s theo-
rem again to conclude the existence of at least two limit cycles. By Rychkov’s

88



result that there are at most two limit cycles for our system, the conclusion
is that there are exactly two limit cycles. In the following construction of I'
we will of course exhibit conditions providing the possibility of such a con-
struction. These conditions will be discussed later.

Set Dy = {(z,y)|ly > F(z)} and D_ = {(z,y)|ly < F(z)}. If we can con-
struct a curve I', in D, with the desired property, then we can by symmetry
of the vector field construct a similar curve I'_ in D_ with the same property.
[' will then be I' = T'y UT_. Recall that if a curve is given by ¢(z,y) = C
where C is some real constant, then the sign of the time derivative of ¢ with
respect to the system determines in which direction the vector field points
on each point of ¢(z,y) = C. The idea is thus to exhibit some appropriate
functions which we can use to define the curve I'. In order to do this we need
to introduce the following notation.

1. Let x = a4, ag be the local maximum of F'(x) and x = ay, a4 be its local
minimum (a1 < as < 0 < az < aq)

2. Put ¢; = F(a;) and v; = G(a;) where G(z) is the primitive function of
g9(z)

3. Let & be the zero of F(z) between a; and as and & that between ag
and ay

To construct I'; we begin at the point A = (a1, F(ay)), the first local
maximum of F. But first we introduce the following curves?:

1
%EE@w=§ﬁ+%

¢ = E(r,y —c3) = 5(77 - 03)2

—_

65 = 3y = F@) +Gla) = 5o — ) + 5 -

Here 1 can be considered as a parameter and the value for the constant v
will be given below. Let B be the intersection point between ¢; and y = 7.
By AB we denote the arc of the curve ¢; from A to B. Set C' = (0,7)
and let BC be the straight line connecting B and C. Set D = (a3, v), the
intersection point of the curve ¢ and the line = a3 (and so from this we
can determine the value of v). Set C'D to be the arc of ¢, connecting C' and
D. Let E be the intersection point of the curve ¢3 and the line x = a4. DE

2 2

*Recall that we have defined the function E(z,y) as & + 4.
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is the arc of ¢3 between D and E. Let A" = (a4, F'(ay)) and put EA’ to be
the straight line connecting £ and A’ (see fig. 4.9). Finally, let T'y be the
union of all the five arcs introduced above.

~

A= (m, Fla))

7 ay

Figure 4.9:

Obviously we need some conditions on 7 for the points A — E to lie above
the curve y = F(z). For instance we will see in the proof of the following
theorem that we should have xp < &. Other inequalities that need to be
satisfied are:

(n—c3)* > 273 (4.4.1)
1
5(’/ —c3)’ =7 >0, (4.4.2)

To see that (4.4.1) implies that D is above the curve y = F'(x) notice that ¢,
can be written as (y — c3)? = (n — ¢3)? — 2G(x), so (4.4.1) implies y — c3 > 0.
Condition (4.4.2) implies in an analogous way that yg > ya. We observe
that 1(v — c3)? + 73 = ( — ¢3)? and we can write

(n —c3)* > 24 (4.4.3)

We leave it to the reader to verify that xp < & can be expressed as

1 1
50% +n - 5772 > G(&). (4.4.4)
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We can eliminate 7 from (4.4.3) and (4.4.4) and obtain the inequality

(cs+ v/27)% (4.4.5)

N | —

1
56% +7 = G(&) >

Setting
n=c3+ 20

we will have F = A’. If we construct ['_ by symmetry exactly like I', we
will get conditions analogous to those above. In particular, condition (4.4.5)
becomes

1
—ci+7—G(&) >

: (ca +/271)% (4.4.6)

Theorem 4.4.1. (see [9]) Let ' =T, UT'_ be as above with the conditions
(4.4.5) and (4.4.6) satisfied. Then the vector field will point outwards at
every point on I'.

N —

Proof. 1t is clear that the arcs BC' and EA’ satisfies the theorem. On AB
we have

o1 = E(w,y) = —g(x)F(z) > 0
provided that xp < &. On C'D we have

¢y = E(z,y — c3) = (c3 — F(x))g(x) > 0

because we require that D be above the curve y = F(x) and zg(z) > 0. On
DE we have

03 = —f(2)(y — F(x))* > 0
since F'(x) is decreasing on DE. These three inequalities implies the theorem.

]

We know that the origin is asymptotically stable and so it has a "radius of
convergence', i.e there is a small circular boundary around the origin which
bounds a positively invariant domain 2. The region between I' and 0f) is
thus negatively invariant and due to the Bendixson theorem we get the ex-
istence of at least one limit cycle. On the other hand, trajectories crossing
the y-axis far away from the origin spiral inwards and so we must have at
least one limit cycle outside of I' as well (using Bendixson’s theorem again).
We have thus deduced the existence of at least two limit cycles and using
Rychkov’s result yields the existence of exactly two limit cycles®.

30me can show that Rychkov’s theorem is valid without necessarily having g(z) = =,
see for instance 77 pp.
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Can we utilize the equation (4.4.5) to get some kind of estimate to the bifur-
cation curve of Liénard’s system in the (a, u)-plane? First notice that since
F(z) is odd we can rewrite (4.4.5) and (4.4.6) as

¢l > 2G(&) + 3 + 2e3/271. (4.4.7)
If we set g(x) = x and f(z) = pu(z? — 1)(2* — a) we get a1 = —/a, ay = —1

az = 1 and a4 = v/a. We can find the root &; using Maple and then calculate
¢i, 11 and G(&), i = 1, 3 and obtain an inequality in a and p by inserting
these values in (4.4.7).

5a¢. 5 __\/25@2——130a—+25

m&zﬁ+ﬁ 12

a
n=5
and so (4.4.7) becomes

Sa

6

5
5 6 573

—_

2502 — 130a + 25 2 2a\?
V25a a 2 (__ a) N

Njw

2 2a a3 (a+1a? ’
o | —— + = — A = - <0. 4.4.8
+u( w+—3>¢5 u<5 3 +a> <0 (4.4.8)

The function a(u) implicitly defined by (4.4.8) with the inequality replaced by
equality represents the upper bound for the bifurcation curve. This function
is shown in figure 4.10
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Figure 4.10: The upper bound found by Lloyd

As can be seen from the figure, the function a(y) may only work as a
good approximation for large p. When p < 1, it is better to utilize the
techniques presented in section 3.3. Dividing the relation (4.4.8) by u? and
letting 1 — oo we get

2 5 3 2
c2 20\’ (el @anad o\
15 3 5 3 n

The roots are given by
_ T+4/45
= T .

The upper bound given by Lloyd is thus converging to the exact value of a
as u tends to infinity.

a

For the lower bound we have that v/a < 1. We get a; = —1, as = —+/a,
az = v/a and ay = 1. From these we once again find the values of the relevant
constants in (4.4.7) and get the following inequality in x4 and a

50, 5 V2502 —130a +25 o[ 2 L 2 2

6 6 6 15 3

5 3 5 3 2

2 Daz 2 Daz
+2u<%_<a+7>a+a;>+uz <%_WTM+GS> <0



Dividing by p? and letting u — oo we find the same equation as before.

016
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Figure 4.11: The lower bound found by Lloyd

In connection with the theoretical upper bound exhibited by Lloyd, one
of his students, J.M. Abdulrahman (see |?]), also made some numerical inves-
tigations comparing how good this upper bound actually is. The results are
given in the table below, where a(1u) represents the theoretical upper bound
and a,,,,, represents the numerical value.

p | a(p) | apum | | a() | Gnum
025|914 | 595 | 2 | 7.29 | 6.75
05 | 824 | 620 | 25| 7.21 | 6.78
0.75 | 7.86 | 6.41 | 3 | 7.15 | 6.79
1 | 765|656 | 4 | 7.08
15 | 741689 | 5 | 7.04

According to the numerical values shown here it seems that the bifurca-
tions curve has a local maximum and is not strictly monotone. Indeed, for
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the values p = 1.5, 2 we see that @, is first increasing and then decreasing.
If this were correct one would like to explain this type of behavior. It would
mean that for some values of a we would have 2 limit cycles for small ; which
would disappear as p increases and then appear again. This seems rather
strange. We have made some numerical investigations of our own which we
present in the following table.

po | alp) | num G
0251914 ] 59 7.29 | 6.75
0.5 | 824 | 613 | 25| 7.21 | 6.78
0.75 | 7.86 | 6.41 6.79

1 ] 7.65 ]| 6.56 6.82
1.5 | 741|669 | 5 | 7.04 | 6.83

(N
=
E

w
~
—_
(S

o~
.\]
o
oo

72

6BF
66 =

54 -
‘._Y g2+

5.3“' —————————————————————————— A
5.6
H4r
52
0

Figure 4.12:

We get almost the same result as Lloyd with one important exception.
When p = 1.5 we obtained the value a,,, = 6.69. It thus seems that the
bifurcation curve is indeed monotone increasing. We also present our numer-
ical investigations for the lower bifurcation curve:

H Anum H Anum M Anum H Anum
1 10171 | 18 | 0.163 | 35 | 0.153 | 80 | 0.148
5 10.170 | 22 | 0.160 | 40 | 0.152 | 100 | 0.147
8 | 0.169 | 25 | 0.158 | 50 | 0.151 | 200 | 0.146
12 | 0.167 | 28 | 0.157 | 60 | 0.150
15 1] 0.165 | 32 | 0.155 | 70 | 0.149
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We state the following conjecture:

Conjecture 4.4.2. The bifurcation diagram in the (u,a)-plane consists of
two bifurcation curves, au,(p) and ajo, (1) where au,(p) > aow(p). We know
that

1. L]E%CLHPW) =3+ 8 and ;}1—{20 Aup(p) = %‘B

2‘ hH(l) a’low(,u) - 3 - \/g and hm @low(,u) = 7_;/E
p— [0

We conjecture that the functions a,,(p) and aj., (1) are monotone increasing
and decreasing respectively. We thus conjecture that the values a, and a* are
_ T—V/45 7+v45
5

gwen by a, = —=> and a* =

Notice how this conjecture, if correct, renders Lloyd’s theoretical upper
bound completely superfluous. The bound a = a* will indeed be more accu-
rate then the one exhibited by Lloyd.

4.5 A lower bound for the bifurcation curve

In section 4.4 we presented an upper bound for the bifurcation curve derived
by Lloyd. We are now going to discuss the possibility of deriving strict lower
bounds for the bifurcation curve(s). The method presented is due to Giaco-
mini and Neukirch, see [4] and [5].

It is not difficult to derive some criterion ensuring the nonexistence of limit
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cycles. We started this chapter by showing that for % < a < 5 there cannot
exist any limit cycles regardless of the value of p. This is of course, as we
have seen, not a very precise result. It was based on the fact that the energy
function F(z,y) becomes a global Liapunov function for the system when a
lies in the prescribed interval. Can we find a better function to do the same
job but also yielding some relation between p and a? We approach this ques-
tion through the following problem: to find algebraic curves approximating
the limit cycles of the Liénard system from within. Let us consider an easy
example on the van der Pol equation.

Let h(z,y) = y* + g1(x)y + go(x) be a polynomial in two variables. We want
the level curves h(x,y) = C to represent some kind of approximation to the
unique limit cycle in the van der Pol system. For the sake of simplicity we
assume the value of p is p = 1. Since the Liénard system is symmetric with
respect to the origin we want the polynomial h(x,y) to have the same sym-
metry property, i.e we require that h(z,y) = h(—x,—y). This means that
g1(x) will have to be an odd polynomial and that go(z) will have to be even.
Consider now the derivative of h(x,y) with respect to the van der Pol system:

h(x,y) = %(y — F(x)) — %x (4.5.1)

Suppose that we impose the condition that this derivative should be a func-
tion of x only, _

h(z,y) = R(z) .
Let L be the unique limit cycle of the van der Pol system. If we integrate
R(z) along this cycle we have

/0 R(a(t))dt = / (), y(8))dt = h(x(T), y(T)) — h(z(0),4(0)) = 0

where T is the period of L. We thus see what the point is in requiring
that i(z,y) = R(z). If R(z) < 0 for some interval |z| < r then the above
integral shows that L cannot be contained in this interval. The level curves
h(z,y) = C lying in the region |z| < r will thus be completely contained in L.
There will be a maximal value C* such that h(x,y) = C* is the largest such
level curve and this level curve will thus form an algebraic approximation to
L. Notice that this should work for any Liénard system. Let us make the
above computations explicitly for the van der Pol system.

he,9) = Sy — F(2) — o =

y(91(x)y + go(2)) — F(2)(g)(2)y + g(x)) — 22y + g1 (7)) =
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= yg1(x) + y(go(x) — F(x)g)(x) — 22) — F(x)gy(x) — zg1(x) .

In order to eliminate y we require that

g1(x) =0, go(z) — F(x)gy(x) =22 = 0.

Since h(z,y) is supposed to be symmetric with respect to the origin we must
have g;(z) = 0. We thus obtain go(x) = 2? 4+ ¢. For convenience we put the
integration constant equal to zero and find h(x,y) = y* +2* = 2E(x,y). We
notice that R(z) = —2x2(g—2 — 1) has only 1 positive root at z = /3 and
so the level curve h(x,y) = 3 is the largest one which lies within the region
|z| < /3. This level curve is not a good approximation, but what happens
if we let h(z,y) be higher degree polynomial in y? Let us put

h(2,9) = Y™ 4 G0 (@)Y + o+ 910 (@)Y + gon(2)

and make the same requirements as before, i.e that h,(z,y) = R,(z). For
example we can compute h and R for n = 4.

ha(z,y) = (y — F(x)) (Z 9§-,4(x)yj> — (Z jyj‘lgj,4($)> =

3

= 93,4(@94 + Z (9;'—1,4@) - F(fv)g§,4(f€) —(J+ 1)Igj+1,4($)) yj_

—F(2)go4(r) — zg1a(x) = Ra(z) .

We see that g5,(r) = 0 and since gs4(x) should be odd we must have
g34(z) = 0. We put g44(7) =1 and so we find gy 4(x) from gy 4(z) = 42. We
henceforth put all the integration constants equal to zero, so gp4(z) = 22°.
We are now left with the following equations:

Gra(w) = F(x)gh4(x) + 3xg34(x) |
9o.4(x) = F(2)914(7) + 22g.4(2) -

These are easily solved and we see that

4 4 1
Gra(z) = E$5 - §$3 . Goa(x) = Exg — §x6 + 22 .
This yields
—4 4 208 28
R — 0y 78 276 ZC0 4
i(a) = grat gy o gyt g
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The positive root of Ry(z) is approximately given by x = 1.824, which is
larger than /3 = 1.732. The largest level curve is given by hy(z,y) =
hy(1.824, F(1.824)).

Notice that the calculations above will go through for any value of n, although
it will only be even n which yields closed level curves of h,(z,y). In all the
cases we get a recursive system of first order differential equations which is
always "trivial" to solve. What is interesting here is that the roots of R, (x)
seem to converge in a monotone fashion to the amplitude of the limit cycle,
which means that the level curves h,(x,y) = h,(r,, F(r,)), where r, are the
roots of R,(z), become better and better approximations of this cycle.

Figure 4.14: The inner closed curves are the algebraic approximations for the
van der Pol cycle for different values of n, while the outer curves represent
the cycle itself. Notice how the algebraic curves tend closer to the limit cycle
as n increases.

At all times the number of positive roots of R, (x) seems to be equal to
one according to the research done by Neukirch, at least for the van der Pol
system. Neukirch has also made several investigations on the connections
between the roots of the polynomials g;,(x), R,(x) and the amplitude of
the limit cycles of the Liénard system. So far nothing has been proven, but
some striking and highly interesting observations have been made. It seems
that even for the Liénard systems where F'(z) is of higher degree than 3 the
roots of R, () will correspond to different limit cycles and the level curves of
hy(z,y) will form better and better algebraic approximations to these cycles.
It may happen that the number of positive roots of the polynomials R,, ex-
ceeds the number of limit cycles but with increasing n the superfluous roots
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seem to disappear. In the article [4] the following conjecture is formulated

Conjecture 4.5.1. (see [4]) Let | be the number of limit cycles of the Liénard
system. Let r, be the number of positive roots of R,(x) (with n even) of odd
multiplicity. Then we have

i)l <r, Vn even

ii) if n' >n, thenr, —r, =2p, peN

Guided by this conjecture and the results leading to it Giacomini and
Neukirch (G&N) have provided the following interesting method to exhibit a
lower bound for the bifurcation curve of some first order systems. Consider

the system
de _ o F
{dt y—nk@) (4.5.2)

dy _
a — 7

with F(z) = [ (s> —1)(s*> —a)ds. F(x) has 2 positive roots for any value of
a > 0. We expect the number of positive roots to the polynomials R, (z) to
be equal to 2. The experimental results of G&N supports this idea.

(a) n="6 (b) n =16

Figure 4.15: The algebraic approximations of the limit cycles of the Liénard
system with F(z) = 0.8z — § + 0.322° for different values of n. The inner
closed curves are the algebraic approximations and the outer ones are the
limit cycles.

These roots will of course depend on p and a. If we pose the condition
d

R,(x) =0, %Rn(x) =0
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we will get a relation between i and a ensuring a double root for the poly-
nomial R,. This double root will then correspond to the existence of single
limit cycle of multiplicity two. With increasing n this relation will hope-
fully make better and better approximations to the bifurcation curve in the
pa-plane. These approximations will be lower bounds to the bifurcation
curve since the level curves of h,(x,y) forms algebraic approximations to the
limit cycles from within. In [5] G&N investigated the Liénard system where
F(x) = 2° + §2° + ex, which is slightly more general than the system studied
here. The results were a sequence of lower bounds to the bifurcations curve.

i

—— delta
=

Figure 4.16: The dotted curve represent the numerical values for the bifur-
cation curve. We see how it is approached by the successive algebraic curves
with increasing n.

Notice how general and flexible this method is. Potentially it can be
applied to any polynomial vector field yielding good information about the
existence, location and number of limit cycles and the bifurcation diagram
of the relevant parameters. However, as we have already pointed out, noth-
ing has so far been proven. This method is more experimental than it is
deductive, at least at present date.
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Conclusions

We have been studying the number and nature of periodic solutions of the
Liénard equation & + puf(z)Z + x = 0. We have merely managed to settle
a few specific problems concerning these. There are still a great number of
questions to be answered and we shall point out some of them here.

To begin with, Poincarés method described in section 4.3 is indeed quite sat-
isfying. If the roots of the polynomial ®(«) are all simple then this method
gives a complete description of the position and number of limit cycles in
the phase plane, but what happens in the occurrence of multiple roots? The
problem becomes much more difficult and although there are some treat-
ments on this subject (see [8]) there is still a lot to be done. Additional
investigations concerning the monotonicity of the bifurcation curve is also in
place and perturbation theory seems to be a good place to start at.

The aim of this thesis has been mainly to exhibit some qualitative features
of the bifurcation curve in the (i, a)-plane. Lloyd has provided a theoretical
upper bound to this curve while Giacomini and Neukirch have provided a se-
quence of lower bounds. The obvious advantage of Lloyd’s result over G&N’s
is that Lloyd has actually proved his result. On the other hand G&N gives
us an interesting algebraic method which is much more flexible than that of
Lloyd’s. Numerical investigations seem to comply well with their theoretical
suggestions obtained through this method. But it is far from obvious how
to make this experimental method into a valid mathematical theory. One
would also like to extend this method in order to get upper algebraic bounds
converging towards the bifurcation curve. If it is possible to provide some
rigorous theory showing how to yield successive algebraic approximations in
the manner of G&N one may perhaps extend this theory to a wider range of
polynomial vector fields.

As a final remark we wish to point out how both the results of Lloyd and
G&N hinge crucially on Rychkov’s theorem, i.e on the knowledge of the exact
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upper bound for the number of limit cycles. All the investigations concerning
the location and shape of the cycles use the theorem of Bendixson in some
way. As already pointed out this theorem may be efficient for finding cycles
but it is useless in trying to find out how many limit cycles that actually
occur in some region of the plane. It is thus a tool most powerful when we
already have some information about the possible multiplicities of the limit
cycles.
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