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Abstract
Quantum graph is a network structure determined by:

1. a metric graph consisting of sets of edges and vertices,

2. a differential operator acting on the edges,

3. matching and boundary conditions on internal and external vertices re-
spectively.

Since the spectra of quantum graphs can be calculated analytically in a few
special cases only, numerical methods have to be employed. Spectral meth-
ods based on Galerkin tau-methods appear to be the most convenient for that
purpose. The code in Matlab environment has been evolved for computing
eigenvalues of the graph. Employing numerics, we obtain extensive computa-
tional data that may be helpful for understanding fine spectral properties of
quantum graphs.

In particular, the spectral gap, i. e. the second eigenvalue of the Laplacian,
has been closely investigated. In spite it bears some similar characteristics to
discrete graphs we show that unlike in the discrete case, cutting off an edge does
not necessarily mean the second eigenvalue increases. Another important result
says that a string has always the lowest spectral gap among all graphs of the
same total length.
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1 Introduction

Remarkable progress in the nanotechnology has been made in the last decades.
It enabled one to exhibit quantum phenomena in the nanodevices because their
typical length is comparable to the atom size. This raised the demand on
mathematical studies of quantum networks since they may be used to model
such systems.

The origin of quantum graph theory may be traced back to 80’s when the
initial concept has been introduced (see [6] and references therein). In the
recent years, articles related to this topic are published on a regular basis as
the concept gained enormous popularity. [5], [12], [11] are counted among the
crucial papers. Furthermore, we refer to some significant papers: [14], [13], [17].

More specifically, quantum graphs consist of a metric graph Γ, i. e. linear
network-shaped structure nesting set of edges E and vertices V, a differential
operator acting on the edges with matching conditions imposed at the vertices.
An intuitive quantum graph model employs the standard Laplacian, i. e. Lapla-
cian on H2(Γ\V) satisfying the standard matching conditions at each vertex:{

continuity of the functions
the sum of normal derivatives is zero.

This guarantees that the Laplacian is self-adjoint on the graph Γ. More precise
definition is provided in Section 2.

In this thesis, we consider compact quantum graphs. In general, it is not
possible to analytically find the spectrum since the number of explicitly solvable
models is restricted. Some of them, above all the string, star, loop and lasso
graphs, are presented in Section 3.

In more complicated cases, the numerical methods have to be applied. In
Section 4, the spectral method approach is described which enables us to com-
pute spectrum of the standard Laplacian on arbitrary equilateral quantum graph
providing its incidence matrix in the input only. Spectral methods based on
Chebyshev polynomials base decomposition grant excellent accuracy.

Once having a tool computing the spectra in hand, we drew our attention to
the inverse problems. As a first application, we computed the Euler character-
istics derived from the trace formula in Subsection 5.1. This gives us the feeling
about the number of terms in the sequence that are necessary for achieving
requested accuracy.

The second eigenvalue of the standard Laplacian denoted by λ1, sometimes
called the spectral gap, was extensively studied for discrete graphs, see [7], [9].
The authors claim λ1 being the measure of synchronizability and robustness of
a discrete graph. This evokes one to introduce the same concept for quantum
graphs.

Based on observations regarding the second eigenvalue on compact graphs
(we know that the first eigenvalue is always 0), some theorems have been stated
in Subsection 5.2. We proved that unlike in the discrete case, λ1 is not granted
to be monotonously depending on the number of edges. Namely, we found a
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Figure 1: General metric graph.

sufficient, but not necessary condition for the second eigenvalue to grow while
cutting off one edge.

Finally, the proof that among the graphs with the same total length the
string graph has the lowest spectral gap is provided. We demonstrate this
behavior on star graph.

2 Quantum graphs

Rigorous definition of a quantum graph, i. e. Schrödinger operator on the metric
graph, contains three main parts:

1. metric graph,

2. differential operator acting on the edges,

3. matching and boundary conditions at internal and external vertices re-
spectively.

These conditions are not completely independent and their connection is ex-
plained below. The definitions are taken from the draft of the book by Pavel
Kurasov [14].

2.1 Metric graph

In the general sense, a graph is said to be a finite set of edges and vertices
(Figure 1). The edges may have finite or infinite length. More precisely, let us
define the set {En}Nn=1 of N compact or semi-infinite intervals En, each one of
them being a subset of R, as:
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En =

{
[x2n−1, x2n] , n = 1, 2, . . . , Nc
[x2n−1,∞) , n = Nc + 1, . . . , Nc +Ni = N,

where Nc, respectively Ni, denotes the number of compact, respectively infinite,
intervals. The intervals En are called edges.

Let us define the set V of all endpoints

V = {x2n−1, x2n}Ncn=1 ∪ {x2n−1}Nn=Nc+1,

and its arbitrary partition into M equivalence classes Vm, m = 1, 2, . . . ,M ,
called vertices. The equivalence classes have the following properties:

V = V1 ∪ V2 ∪ . . . ∪ Vm
Vm ∩ Vm′ = ∅, when m 6= m′.

The endpoints belonging to the same equivalence class will be identified

x ∼ y ⇔
[
∃n : x, y ∈ En & x = y,
∃m : x, y ∈ Vm.

Definition 1. Let us haveN edges En and a set ofM disjoint vertices Vm. Then
the corresponding metric graph Γ is the union of all edges with the endpoints
belonging to the same vertex identified

Γ =

N⋃
n=1

En|x∼y.

The number vm of elements in the class Vm will be called the valence of Vm.

We will mainly concentrate on compact graphs which occur when Ni = 0,
i. e. all the edges are of finite length and N = Nc. Let us consider a complex-
valued function u defined on the graph. Then the corresponding Hilbert space
yields

L2(Γ) =
⊕ N∑

j=1

L2(Ej).

Even if the endpoints coincide, one may define the boundary value of the func-
tion as a limit

u(xj) = lim
x→xj

u(x).

The normal derivatives in the endpoints follow the convention that the limits
are taken in the direction pointing inside the respective interval, i. e.:

∂nu(xj) =

{
limx→xj

d
dxu(x), xj is the left end point,

− limx→xj
d
dxu(x), xj is the right end point

. (1)
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2.2 Differential operator

To properly implement the dynamics of waves on the graph, one introduces a
differential operator. In general, magnetic Schrödinger operator

Lq,a =

(
i
d

dx
+ a(x)

)2

+ q(x), (2)

is a standard choice for describing quantum phenomena, where a denotes the
magnetic potential and q the electric potential respectively. More precisely, we
assume a(x), q(x) ∈ R satisfying:

1. q ∈ L2(Γ),

2.
∫

Γ
(1 + |x|) · |q(x)|dx <∞,

3. a ∈ C1(Γ).

Putting the magnetic potential equal to zero a = 0 we obtain Schrödinger
operator

Lq = − d2

dx2
+ q(x). (3)

Setting the potentials a = 0 = q we get the Laplace operator describing the free
motion:

L = − d2

dx2
. (4)

Hereby we list some types of domains the Laplacian may be defined on.
Firstly, let us consider the maximal operator Lmax corresponding to (4) defined
on the domain D(Lmax) = H2(Γ\V), where H2 denotes the Sobolev space of all
square integrable functions having square integrable first and second derivatives.
This domain may be written in the decomposed fashion as the sum of Sobolev
spaces on the intervals En

D(Lmax) =
⊕ N∑

n=1

H2(En),

independently on how the edges are connected to each other. Similarly, the
operator Lmax can be decomposed as

Lmax =
⊕ N∑

n=1

Ln,

where Ln is given by (4) on the domain H2(En).
Similar relations hold for the minimal operator Lmin defined on C∞0 (Γ\V).
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2.3 Matching conditions

The vertices may be divided into two groups- the internal vertices which have
valence greater than one, in other words there are at least two edges meeting
in the vertex. The subset of all conditions introduced at the internal points is
called matching conditions. The other group is made up of vertices of valence
equal to one called boundary vertices and boundary conditions are enforced there
(see Figure 1).

The maximal operator Lmax is neither self-adjoint nor symmetric. The self-
adjointness may be achieved by imposing certain conditions on u, v ∈ D(Lmax):

〈Lmaxu, v〉 − 〈u, Lmaxv, 〉 =

N∑
n=1

(∫
En

−u′′(x)v(x) dx+

∫
En

u(x)v′′(x) dx

)
=

=
∑
xj∈V

(
∂nu(xj)v(xj)− u(xj)∂nv(xj)

)
, (5)

where the normal derivative at the endpoints is recalled from (1). Thus the
operator Lmax to be symmetric requires the boundary form in (5) being equal
to 0. Then the operator possesses real spectrum.

What comes to one’s mind at first is to require that the functions are equal
to zero at the vertices.

Definition 2. The Dirichlet Laplace operator LD is defined by the differen-
tial expression (4) on the Sobolev space H2(Γ\V) ↪→ C1(Γ\V ) satisfying the
Dirichlet conditions

u(xj) = 0, xj ∈ V,

at all end points.

The Dirichlet Laplacian, may by presented in the decomposed way as:

LD =
⊕ N∑

n=1

Ln,D,

where Ln,D is the differential operator (4) restricted to the set of all functions
from the Sobolev space H2(En) satisfying the Dirichlet boundary conditions
at endpoints. However, this is not an interesting case, since such an operator
builds a graph model where all the edges are separated from each other and
behave independently.

Another way how to impose conditions (5) without separating the edges is
through standard matching and boundary conditions1 introduced in each vertex
Vm: {

u is continuous at Vm∑
xj∈Vm ∂nu(xj) = 0.

(6)

1Standard matching conditions are sometimes called Free, Neumann or Kirchhoff condi-
tions.
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For boundary vertices this simply yields the Neumann boundary condition

∂nu(xj) = 0, xj ∈ Vm, Vm is a boundary vertex.

If there were two edges connected in a vertex this would imply nothing else
than the continuity of the function and its first derivative. In that case, the
vertex may be removed and the two intervals may be substituted by one of
the sum of original sizes. Matching conditions give us a tool for setting up a
self-adjoint operator called standard Laplace operator Lst:

Definition 3. The standard Laplace operator Lst is defined by the differen-
tial expression (4) on the domain H2(Γ\V) satisfying the standard matching
conditions (6) at all vertices.

2.4 Elementary spectral properties

Since we consider compact graphs formed by finitely many edges, spectral prop-
erties may be characterized by the following theorem.

Theorem 2.1. Let Γ be a finite compact graph and Lq = Lst +q the correspond-
ing Schrödinger operator (3). Then the spectrum is purely discrete and consists
of infinite sequence of real eigenvalues with one accumulation point +∞. The
proof may be found in [14].

Note, that the standard Laplacian as well as the Dirichlet Laplacian are in
fact the extensions of the symmetric operator defined by the same formula (4) on
the domain of all continuous functions from H2(Γ\V) subject to the following
conditions: {

u(Vm) = 0∑
xj∈Vm ∂u(xj) = 0

,

for all vertices.
Some important facts regarding standard Laplacian remain to be proven.

Above all, we always precisely know how the first eigenvalue looks like.

Proposition 2.2. λ0 = 0 is the first eigenvalue of the standard Laplace operator
Lst on finite compact graph Γ with multiplicity n equal to number of connected
components Γ = Γ1 ∪ . . . ∪ Γn. The i-th eigenvector is equal to 1 ∈ L2(Γi) and
zero elsewhere.

Proof. The eigenvectors corresponding to λ0 = 0 are linear functions since they
satisfy

−ψ′′ = 0, ψ(x) = αnx+ βn,

on each edge En. Application of the standard matching conditions (6) preserves
continuity of the eigenvectors which makes their maxima attainable on the end-
points only. Say, we achieved the global maximum. Sum of the derivatives
is zero at each node, but in this point, they have to be negative (due to the
maximum). This necessarily implies, they are identically equal to zero. All in
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all, ψ is constant on every edge attached to the maximum. We conclude that
the function is constant on all such edges. Consider another neighboring vertex
and repeat the arguments. We continue in this way until the whole connected
component is covered. This brings us to the claim, that the spectral multiplicity
of the eigenvalue λ0 = 0 is the number of connected components.

However, it is not always necessary to compute the whole infinite sequence
of eigenvalues. For example if the lengths of all edges are integer multiples of
one basic length then the spectrum is periodic and it is enough to calculate just
the first few eigenvalues to know the whole spectrum.

Proposition 2.3. Provided k2 6= 0 is an eigenvalue of the Schrödinger operator
Lst (4) satisfying the quadratic form (5) is equal to zero on a graph Γ consisting
of basic lengths (lj = mj∆), then (k + 2π

∆ )2 also belongs to the spectrum.

Proof. Let us consider k2 ∈ σ(Lst(Γ)). Then the eigenvector ψ restricted to the
n-th edge [x2n−1, x2n] is given by (for the derivation see [14]):

ψ(x)|En = a2n−1e
ik|x−x2n−1| + a2ne

ik|x−x2n|.

Shifting the frequency

k −→ k +
2π

∆
,

we obtain new function ψ̃:

ψ̃(x)|En = a2n−1e
i(k+ 2π

∆ )|x−x2n−1| + a2ne
i(k+ 2π

∆ )|x−x2n|.

Comparing the boundary values we get

ψ̃(x2n) = a2n−1e
ikmn∆ + a2n = ψ(x2n).

Similarly,
ψ̃(x2n−1) = ψ(x2n−1).

Analogously, the derivatives are carried out:

ψ̃′(x2n−1) = i

(
k +

2π

∆

)
(a2n−1 + a2ne

ikmn∆) =

(
1 +

2π

∆k

)
ψ′(x2n−1),

and

ψ̃′(x2n) =

(
1 +

2π

∆k

)
ψ′(x2n).

This means, ψ̃ is an eigenfunction corresponding to the eigenvalue
(
k + 2π

∆

)2
.

3 Explicit solutions

Let us first introduce some elementary cases of quantum graphs where the spec-
trum can be calculated explicitly. The most natural starting point is to consider
the Laplacian on a single interval.
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Figure 2: Loop and lasso graphs.

3.1 Interval

We have the Dirichlet Laplacian (Def 2) on a single interval [x1, x2]. Conse-
quently, we may reparametrize it to [0, l]. Thus we are to solve the problem{

−u′′ = λu
u(0) = 0, u(l) = 0.

Any solution to the differential equation can be obtained in the form

u(x) = A cos kx+B sin kx, A,B ∈ C, (7)

where k2 = λ which implies the eigenvalues being in the form of infinite sequence

λn =
π2

l2
n2, n = 1, 2, . . . ,

with the eigenvectors

u(x) = sin
πnx

l
, n = 1, 2, . . . .

Similar calculations can be carried out for the standard operator (Def 3) on
the same interval. Thus we need to solve the problem given by{

−u′′ = k2u
u′(0) = 0, u′(l) = 0,

(8)

where the solution form is recalled from (7). Then the constraint to be solved
is

k sin kl = 0,

whose solution is the sequence

λn =
π2

l2
n2, n = 0, 1, 2, . . . (9)

as before, with the eigenvectors

u(x) = cos
πnx

l
, n = 0, 1, 2, . . . .

Notice, that in addition there is the zero eigenvalue λ0 = 0 included as well,
with the eigenvector u(x) = 1.
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3.2 Loop graph

Another case of graph formed by just one edge is a loop (Figure 2a). Here, the
endpoints are identified and the edge consist of one interval [x1, x2] = [0, l]. The
stationary Schrödinger equation yields

−u′′ = k2u,

where λ = k2 is an eigenvalue of the differential operator Lst. The matching
conditions imply that {

u(0) = u(l)
u′(0) = u′(l)

.

Plugging it into the Ansatz (7) we arrive at the constraint

2k(1− cos kl) = 0.

The eigenvalue λ = 0 is a simple eigenvalue with the eigenfunction u = 1. The
eigenvalues

λn =
4π2

l2
n2, n = 1, 2, . . . , (10)

are of the multiplicity 2. The eigenvectors may be split into two groups accord-
ing to the criterion whether they are or are not invariant under the change of
variables x 7→ l−x. All the even, respectively odd functions are denoted by ue,
respectively uo, more precisely:

ue(x) = cos
2π

l
nx, uo(x) = sin

2π

l
nx.

3.3 Lasso graph

The obvious way to proceed further is to start connecting the intervals together.
The lasso graph (Figure 2b) is build up by joining one loop with an interval at-
tached. Mathematically, this graph Γ may be defined as a union of two intervals
E1 = [x1, x2] and E2 = [x3, x4] with the endpoints x1, x2, x3 identified in one
vertex V1 = {x1, x2, x3}. In the view of symmetry, it is more convenient to
choose the parametrization of edges as follows:

[x1, x2] = [−l/2, l/2], [x3, x4] = [0, L].

The operator is invariant under the change of variables

J : x 7→
{
−x, x ∈ E1,
x, x ∈ E2.

This transformation can be lifted to act on functions

(Jf)(x) = f(Jx).

13
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Figure 3: Graphical solution of equation (13) for L = 5 and l = 3.

We see that the Laplacian is commuting with J

JL = LJ,

hence the corresponding Laplacian eigenfunctions may be chosen symmetric and
antisymmetric with respect to J :

Jfsym = fsym, Jfasym = −fasym.

The Laplacian is self-adjoint when defined on functions satisfying the following
conditions  u(x4) = 0,

u(x1) = u(x2) = u(x3)
u′(x1)− u′(x2) + u′(x3) = 0.

(11)

Let us first start with the antisymmetric functions. They are necessarily
equal to zero on the second interval. On the loop, the eigenfunctions are of the
form u(x) = A sin kx due to the antisymmetry. This requires zero value in the
middle point, i. e. the condition

A sin kl/2 = 0, (12)

which is satisfied if

λn =
4π2n2

l2
, n = 1, 2, . . . .

The third condition in (11) obviously holds due to antisymmetry. The sym-
metric eigenfunctions are of the form

u =

{
D cos kx, x ∈ E1

C sin k(x− L), x ∈ E2.

To satisfy the second condition in (11), the following constraint has to hold true:

D cos kl/2 = C sin (−kL).

14



0

l1

l2l3

0

u1

u2

u3

u4

u5

un

Figure 4: 3-star and n-star graph with parametrization provided zero is in the
middle point.

The third condition in (11) implies the equation:

2D sin kl/2 + C cos kL = 0.

The two equations form a 2×2 linear system which has a nontrivial solution
if and only if the corresponding determinant is equal to zero:

cot kL = 2 tan kl/2. (13)

The graphical solution for cases L = 5 and l = 3 is depicted in Figure 3.
All in all, joining symmetric with antisymmetric constraint (12) one obtains the
eigenvalues condition:

(cot kL− 2 tan kl/2) sin kl/2 = 0.

Thus the solution can be computed explicitly only in the case L and l are
rationally dependent.

3.4 3-star graph

Let us consider a star-shaped graph, namely a set of edges of arbitrary lengths
meeting in one central point (see Figure 4, left). The three edges’ lengths are
denoted by l1, l2 and l3 respectively. The most convenient way of parametriza-
tion is to design each edge as En = [0, ln]. Thus the solution (applying standard
matching conditions) satisfies the following system of equations: u1(0) = u2(0) = u3(0),

u′1(0) + u′2(0) + u′3(0) = 0,
u′1(l1) = u′2(l2) = u′3(l3) = 0,

15



where uj denotes the values of the function u on one of the three intervals. The
functions uj are of the form (7):

uj(x) = Aj cos k(x− lj) +Bj sin k(x− lj).

Applying the conditions mentioned just above, we end up with the matrix equa-
tion  cos kl1 − cos kl2 0

0 cos kl2 − cos kl3
sin kl1 sin kl2 sin kl3


︸ ︷︷ ︸

=:M

 A1

A2

A3

 = 0̂

The requirement of the solution to be non-trivial leads to the condition that the
determinant is zero:

detM = 0.

The equation may be re-written as

0 = cos kl1 cos kl2 sin kl3 + cos kl1 sin kl2 cos kl3 + sin kl1 cos kl2 cos kl3 =

= cos kl2 sin k(l1 + l3) +
1

2
sin kl2[cos k(l1 − l3) + cos k(l1 + l3)], (14)

or similarly, after some algebra:

0 = 3 sin kL+ sin k(−l1 + l2 + l3) + sin k(l1 − l2 + l3) + sin k(l1 + l2 − l3),

where L = l1 + l2 + l3. Solution to this equation may be computed numerically.

Special case of two edges of the star graph having the same length was
considered. Here on we set l1 = l3 = l, which brings us to the constraint

0 = cos kl(2 cos kl2 sin kl + sin kl2 cos kl) =

= cos kl(cos kl2 sin kl + sin k(l + l2)).

This implies two types of solution. First,

cos kl = 0 =⇒ kn =
π

l

(
1

2
+ n

)
, n = 0, 1, . . . . (15)

The other part has to be evaluated numerically, k is the solution of the
following equation:

0 = 2 cos kl2 sin kl + sin kl2 cos kl. (16)

The solutions from both the above conditions coincide only if there are some
n,m ∈ Z such that

l2 − l
2

= ml − nl2.
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3.5 Equilateral star graph

In general, a star graph may be build up from higher number of branches. The
computations, as the number rises, are getting excessively large. The only case
we are able to solve the problem exactly occurs when all the edges have the
same length l.

Let us start with an n-star graph presented in Figure 4. Taking standard
matching conditions into account, we require u1(0) = u2(0) = . . . = un(0),∑

i u
′
i(0) = 0,

u′1(l) = u′2(l) = . . . = u′n(l) = 0.
(17)

We take advantage of the graph being rotationally symmetric with respect
to the central node. Let us define the operator of rotation R as

R(u1, u2, u3, . . . , un) := (u2, u3, . . . , un, u1).

The operators Lst and R commute

RLst = LstR.

This leads to the eigenvalue problem

Lst(Ru) = λµu, where Ru = µu,

with u being the eigenvector of both Lst and R since they are self-adjoint.
Due to the fact

Rn = 1

eigenvalues of R are n-th roots of 1. As we already mentioned, the thresh-
old eigenvalue λ0 of a standard Laplacian is always 0 and the corresponding
eigenvector is 1 ∈ L2(Γ). This is the case of µ0 equal to one:

R(1, 1, 1, . . . , 1) = 1 · (1, 1, 1, . . . , 1).

The eigenvector corresponding to µ1 = ei
2π
n obeys

R
(

1, ei
2π
n , e2i 2π

n , . . . , e(n−1)i 2π
n

)
=
(
ei

2π
n , e2i 2π

n , . . . , e(n−1)i 2π
n , 1

)
=

= ei
2π
n

(
1, ei

2π
n , e2i 2π

n , . . . , e(n−1)i 2π
n

)
.

Similarly, we may proceed further by analogously applying multiple rotations
on the vector, henceforth we arrive at

µk = eki
2π
n

and the respective eigenspaces read as follows:

(1, z, z2, . . . zn−1)× L2([0, l]),

(1, z2, z4, . . . z2(n−1))× L2([0, l]),

...
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providing z = ei
2π
n . It means that one can look for eigenfunctions of L of the

form
Rf = zkf, k = 0, 1, . . . n− 1.

Setting k = 0 gives us symmetric functions while k = 1, 2, . . . n−1 defines quasi
invariant functions. Functions from the latter class satisfy standard matching
conditions only if they are zero at the central vertex. Indeed, from the continuity
condition in (17), it follows that

u1(0) = ei
2π
n u1(0)︸ ︷︷ ︸
u2(0)

=⇒ u1(0) = 0,

since ei
2π
n 6= 1.

The derivatives continuity condition in (17) is satisfied due to quasi invari-
ance, indeed:

u′1(0) + u′2(0) + . . .+ u′n(0) =
(

1 + ei
2π
n + e2i 2π

n + . . .+ e(n−1)i 2π
n

)
u′1(0) =

=

(
1− eni 2π

n

1− ei 2π
n

)
u′1(0) = 0,

and the same holds for its powers. Hence, we have{
u1(0) = 0,
u′1(l) = 0.

The solution employs sinus function,

u1(x) = B sin kx,

which after some algebra implies

kn =
π

2l
+
nπ

l
,

whose multiplicity is n− 1.
Let us proceed further with the symmetric part. For the derivatives-continuity

condition in (17) to be satisfied we need

0 =
∑
i

u′i(0) = nu′1(0),

which implies the solution in the form:{
u′1(0) = 0,
u′1(l) = 0,

that is resolved by cosine function:

u1(x) = A cos kx.

Hence, the solution yields

kn =
πn

l
.

Multiplicity of such an eigenvalue is 1.
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Figure 5: Compare the accuracy rate for spectral method and finite difference
method of the first order of the eigenvalue λ3 in the loop case (where the value
is exactly known).

4 Numerical analysis

In the preceding chapter, we have presented some of the explicitly solvable
(or nearly explicitly solvable, by transforming into root-finding task) eigenvalue
problems. However, their number is very limited. In further proceeding, numer-
ical computation plays an important role. The question arises, which numerical
method to choose to compute spectrum of a general equilateral quantum graph.
Note, that for simplicity reasons we consider all edges identified with the interval
[−1, 1]. We will be working in the MATLAB environment.

4.1 Spectral methods

The first method that immediately comes to one’s mind is some kind of finite dif-
ference formula. MATLAB takes use of sparse matrices, so the codes run in the
fraction of seconds. However, the speed of such computation is at the expense
of accuracy. From this point of view, the spectral methods are more suitable
for problems requiring high order of precision. Spectral accuracy is remarkable,
however, there is a price to be paid: full matrices replace sparse matrices, sta-
bility restrictions may become more severe, and computer implementations may
not be so straightforward.

As the number of grid points N increases, the error for finite difference
and finite element scheme typically decreases like O(N−m) for some constant
m depending on the order of approximation and the smoothness of the solu-
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tion. For the spectral method, convergence of the rate O(N−m) for arbitrary
m is achieved, provided the solution is infinitely differentiable, and even faster
convergence at a rate O(cN ), 0 < c < 1 is achieved if the solution is analytic
[18].

This behavior is illustrated by Figure 5. The error of spectral and finite
difference methods is plotted in the case of loop graph, where the solution (10)
is explicitly known. Obviously, finite difference method result is improved very
slowly compared to spectral method. Reaching N = 20 points, spectral methods
achieve the accuracy 10−12 where the truncation error does not allow the error
to drop more. This is typical spectral accuracy behavior.

4.2 Chebyshev nodes

The eigenvectors of the Schrödinger operator (2) are smooth continuous func-
tions, thus according to [18] it is customary to interpolate them by algebraic
polynomials p(x) = a0 + a1x + . . . anx

N . To avoid Runge phenomenon (oscil-
lating near the endpoints) one introduces the discretization on unevenly spaced
points.

Various different sets of points are effective but they shall be distributed
asymptotically as N →∞ with the density per unit length as

density ∼ N

π
√

1− x2
,

which means that they cluster near the endpoints. The canonical interval is
[−1, 1]. If the differential equation is posed on [a, b], it should first be converted
to [−1, 1] through the change of variables

x 7→ (b− a)x+ (b+ a)

2
.

One of the node set satisfying the density property on the bounded interval
are Chebyshev points. There exist more types, the most commonly used ones
are so called Chebyshev Gauss-Lobatto quadrature points [2]:

xj = cos
jπ

N
, j = 0, 1, . . . , N. (18)

In the literature, the Chebyshev points of the second kind are sometimes utilized:

xj = cos
(j − 1)π

N − 1
, j = 1, 2, . . . , N. (19)

Note, that the ordering is defined from right to left.

4.3 Chebyshev polynomials

The Chebyshev points (18) are the roots of so called Chebyshev polynomials
of the first kind, Tk(x) where k = 0, 1, . . ., see Figure 6. Similarly, Chebyshev
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Figure 6: First six Chebyshev polynomials.

nodes (19) are the roots of Tk−1(x) on [−1, 1]. In fact, Chebyshev polynomials
are the eigenfunctions of the Sturm-Liouville problem(√

1− x2 T ′k(x)
)′

+
k2

√
1− x2

Tk(x) = 0.

The polynomials may be also given by the recursion relation

Tk+1(x) = 2xTk(x)− Tk−1(x), T0(x) = 1, T1(x) = x.

For more details see [2].
Chebyshev polynomials are real and orthogonal with respect to the weight

w(x) = 1√
1−x2

on (−1, 1)

∫ 1

−1

Tn(x) Tm(x)
dx√

1− x2
=

 0, n 6= m,
π, n = m = 0,
π/2, n = m 6= 0,

and build the basis in the weighted space L2
w(−1, 1). Chebyshev expansion of a

function u ∈ L2
w(−1, 1) is

u =

∞∑
k=0

ûkTk(x), ûk =
2

πck

∫ 1

−1

u(x)Tk(x)w(x) dx,

where

ck =

{
2, k = 0,
1, k ≥ 1.

4.4 Differentiation matrix

There are two options for to accomplish the differentiation of a function depend-
ing on its representation, we can either stay in the transform space L2

w(−1, 1)
or express the function in physical space L2(−1, 1). The other way is preferred.
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To carry out the computation in the physical space one needs to define its
base first. Characteristic Lagrange polynomials ψl are natural choice- they are
unique polynomials that satisfy

ψl(xj) = δjl, j = 0, . . . , N.

The general expression for such polynomials is

ψl(x) =
∏

j 6=l,0≤j,l≤N

x− xj
xl − xj

. (20)

For numerical stability reasons, often the Lagrangian polynomials are reformu-
lated in barycentric form as

ψl(x) =

λl
x−xl∑N
k=0

λk
x−xk

, λl =
1∏

k 6=l(xl − xk)
. (21)

Differentiation in physical space is accomplished by replacing truncation by
interpolation. Given a set of N + 1 nodes in [−1, 1] the polynomial

DNu =

(
N∑
l=0

u(xl)ψl

)′
is called the Jacobi interpolation derivative of u. The coefficients are given
by (DN )jl = ψ′l(xj), they form the entries of the first-derivative interpolation
matrix DN .

In our case it may be shown, that the characteristic Lagrange polynomials
(20) at the Chebyshev Gauss-Lobatto points (18) may be expressed as

ψl(x) =
(−1)l+1(1− x2) T ′N (x)

c̄lN2(x− xl)
,

where

c̄j =

{
2, j = 0, N,
1, j = 1, . . . , N − 1.

From this, one gets the derivative interpolation matrix:

(DN )jl =


c̄j(−1)j+l

c̄l(xj−xl) , j 6= l,

− xl
2(1−x2

l )
, 1 ≤ j = l ≤ N − 1,

2N2+1
6 , j = l = 0,

− 2N2+1
6 , j = l = N.

Numerically more stable code takes advantage of the barycentric formula
(21):

(DN )jl =


δj
δl

(−1)j+l

xj−xl , j 6= l,

−
∑N
i=0,i6=j

δi
δj

(−1)i+j

xj−xi , j = l,
(22)
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where δl = 1/2 if l = 0 or N , δl = 1 otherwise.
The ready-made function chebdif.m by Weideman and Reddy implements

the expression similar to (22) 2 on Chebyshev nodes of the second kind (19).
The documentation for the MATLAB suite may be found in [19]. The program
makes use of the fact, that for spectral methods it holds

D
(l)
N = (D

(1)
N )l, l = 1, 2, . . . , (23)

thus any higher order differentiation matrix can be computed from (22). More-
over, the following facts are incorporated:

1. Making use of the identity cos θ = sin (π/2− θ) the Chebyshev nodes (19)
gain the following form

xk = sin

(
π(N + 1− 2k)

2(N − 1)

)
, k = 1, . . . N,

whose advantage is that it yields nodes which are symmetric about the
origin, that is not the case of (19).

2. The differences xk−xl may cause the floating point cancelation errors for
large N . These differences may be avoided by the use of the trigonometric
identity

cos

(
(k − 1)π

N − 1

)
− cos

(
(l − 1)π

N − 1

)
= 2 sin

(
π(k + l)

2(N − 1)

)
sin

(
π(l − k)

2(N − 1)

)
.

4.5 Eigenvalue problem

Let us go back to the eigenvalue problem. In the discretized way, we are to
solve:

−D(2)
N u = λu, u = [u0, . . . uN ]T , (24)

where ui := u(xi) and D
(2)
N is the second order differentiation matrix from (23).

In (24) we didn’t take boundary and matching conditions into account yet. For
finding the eigenvalues, MATLAB’s command eig is a very powerful tool.

Note, that by calling eig, finite set of eigenvalues is returned. However, the
accuracy decreases with the number of the eigenvalue. Quantum graphs have
infinitely many eigenvalues and in order to get many one needs to consider large
N .

It might happen, that one is interested in merely few first eigenvalues or
would be working with extensive matrices where the computations are not in
the power of modern computers. Iteration methods may solve the problem. One
of the most frequently used techniques for computing a few dominant eigenvalues
is the Lanczos algorithm [16].

2The spectral Chebyshev matrix is also included in the Matlab’s Matrix Computation
Toolbox under chebspec label.
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Another argument for not computing all the eigenvalues is the fact, that
in the case of the Laplacian on a graph with rationally dependent lengths of
the edges, the eigenvalues are repeating within certain period (as proved in
Proposition 2.3).

However, in our case we work with adequately small matrices and smooth
solutions, so the eig command is more convenient for our purpose. Lanczos
implementation might be one of the extensions to this thesis.

4.6 More about boundary conditions

First, let us demonstrate the boundary condition implementation on the inter-
val. In the literature, the authors mainly concern about the Dirichlet boundary
conditions u(±1) = 0 since they are easy to implement. Indeed, according to
[18] this may be achieved by omitting the outer rows and columns of the differ-
entiation matrix and adjusting the length of vector u by setting u0 = uN = 0.

Different situation occurs when we take into account other types of bound-
ary conditions. In general, there are two different approaches to implement
boundary conditions for spectral methods:

1. restrict the set of interpolants to those, that satisfy the boundary condi-
tions

2. do not restrict, but add additional equations to enforce the boundary
conditions.

The first method is based on changing the form of interpolant basis to the so-
called boundary adapted form. For theoretical background read the paper by
Huang and Sloan [10], where the general form of the interpolant is provided.
This method has been incorporated into the program cheb2bc.m by Weideman
and Reddy, for more information see [19].

The second method is more flexible and suitable for more complicated prob-
lems. It is related to the so-called tau methods that appear in the field of
Galerkin spectral methods. For more information see [3]. To present the idea
behind the method, we apply it for the eigenvalue problem with Neumann
boundary conditions (8).

Let us recall the differentiation matrix of second order (23). Then the dis-
cretized problem yields {

−D(2)
N u = λu,

u′0 = u′N = 0,

where u′i = (D
(1)
N u)i is the i-th element of the differentiated vector u. In other

words, we impose N − 1 equations using the second order differentiation matrix
and 2 equations using the first order differentiation matrix. So we will end up
solving (N+1)×(N+1) linear system of equations where N−1 equation enforce
the condition −u′′ = λu at the interior grid and 2 equations enforce u′ = 0 at
the outer grid points:
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Figure 7: The grid for two connected intervals.

−Au = λBu, (25)

in which A is the matrix build up mainly from D
(2)
N by adding the outer rows

coming from the boundary conditions. The most natural way to proceed is to

replace the first row from D
(2)
N with the first row from D

(1)
N , respectively last

row from D
(2)
N with last row from D

(1)
N . The matrix B is singular

B =



0 0 0 . . . 0 0
0 1 0 . . . 0 0
0 0 1 . . . 0 0
...

...
...

. . .
...

...
0 0 0 . . . 1 0
0 0 0 . . . 0 0


,

thus this is a generalized eigenvalue problem, which may be solved by the Mat-
lab command eig(A,B).

4.7 Matching conditions

In the preceding subsection, we demonstrated how Dirichlet or Neumann bound-
ary conditions can be introduced on a single interval. However, in more exten-
sive cases we wish to impose matching conditions as well. This method is based
on the same pattern, but needs one to be more careful with the signs and
row/columns position.

To present the idea behind imposing matching conditions via spectral meth-
ods we first consider few explicit examples. Let us start with two intervals
connected at one point satisfying the standard matching conditions.

4.7.1 Connected intervals

Two intervals are glued together (Figure 7) by imposing the standard matching
conditions, i. e. Neumann boundary conditions at the endpoints. Mathemati-
cally, we are solving the discretized problem (following the formalism introduced
in (1)): 

−D(2)
N v = λv,

−D(2)
N w = λw,

v′0 = w′N = 0,
vN = w0,
v′N = w′0,

(26)
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Figure 8: Differentiation matrix pattern for two connected intervals.

where v = [v0, . . . , vN ]T and w = [w0, . . . wN ]T . The Laplacian matrix of the
whole system (before implementing the matching conditions) is now block diag-
onal matrix of the size 2(N + 1)× 2(N + 1). We aim to get the linear problem
in the generalized form (25).

The procedure is depicted in Figure 8. First of all, we start with the condi-
tions in (26) made up from derivatives. Utilizing v′0, v

′
N , w

′
0, w

′
N means replacing

all the outer rows in both D
(2)
N ’s by the respective first order rows. For our nodes

numbering, the Neumann boundary conditions also require setting right hand
side matrix B having zero entries in the first and last position.

The derivative continuity condition required by the matching conditions (last
row in (26)) may be enforced by shifting the first row in the second block, cor-
responding to the derivative in w0, to the last position of the first block, cor-
responding to v′N , but with minus sign. Then, the Laplacian matrix A size
reduces by one to (2N + 1)× (2N + 2) and the matrix B gains another zero on
the (N + 1)st position, i. e. the position where the condition is placed.

Similarly, the continuity of the function (second condition in (26)) may be
taken into account by identifying vn and w0 which results into shifting the
first column of the second block, corresponding to w0, on the last position
of the first block, corresponding to vN . The obtained matrix is of the size
(2N + 1)× (2N + 1). Right-hand side matrix B becomes identity matrix of the
same size with the positions (0, 0), (N +1, N +1) and (2N +1, 2N +1) excluded
and replaced by zeros.

Note, that we always end up with a square matrix A. This was necessary
since eig command requires square matrices, and the matrix B must be of
the same size. Due to the singularity of B, some infinite eigenvalues may be
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Figure 9: Differentiation matrix pattern for a ring graph.

obtained.

4.7.2 Loop graph

Next, we move to the ring graph. Here, the discretized equations obey −D
(2)
N u = λu,
u0 = uN ,
u′0 = u′N ,

(27)

where u = [u0, . . . , uN ]T . Let us follow the same procedure as in the previous
case. Successively, introduce the first order differentiation rows in all nodes
involved in the matching conditions in (27), namely in the first and last row.
Then subtract those rows to enforce the derivative continuity condition u′0 −
u′N = 0 and set B equal to zero on the respective row.

To enforce the continuity condition we identify u0 and uN , i. e. the first and
last columns should be added and placed on the first position.

The approach is graphically depicted in Figure 9. Observe, that the shifted
rows and columns have always the same indexing. After applying the boundary
and matching conditions, the Laplacian matrix shrinks from (N+1)×(N+1) to
the size N×N . Note, that the size drops always by the number of edges included
minus number of pairs of matching conditions (which need to be stored).

4.7.3 Star graph

Another known case consisting of more than two edges is the star graph. For
simplicity reasons, we consider three connected edges of the same length, but
the process may be generalized for arbitrary number of edges meeting at the
central point.
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Figure 10: Star graph grid discretization and graphical Laplacian.

The discretized problem gives

−D(2)
N v = λv,

−D(2)
N w = λw,

−D(2)
N y = λy,

v0 = w0 = y0,
v′0 + w′0 + y′0 = 0,
vN = wN = yN = 0,

(28)

where v = [v0, . . . , vN ]T , w = [w0, . . . , wN ]T and y = [y0, . . . , yN ]T . In Figure
10 there is the mesh as well as the graphical process of building the Laplacian
matrix of the system of equations (28). As mentioned above, the rows enforce
derivation continuity and columns the function continuity. Dirichlet boundary
conditions are implemented by cutting off the respective rows and columns. One
must not forget to provide zeros on the proper right-hand side matrix positions.

The final matrix gains the size (3N − 2) × (3N − 2) where five rows and
columns has been omitted, namely 3 for the Dirichlet boundary conditions at
each edge and 2 for number of edges meeting at one point minus one (one row has
to be kept to store the matching condition equation). The Matlab command
eig computes not only eigenvalues but the eigenvectors as well. Some of them
are shown in Figure 11.

4.7.4 Generalization

This process may be generalized for arbitrary graphs formed by n finite number
of edges. Use the following algorithm:

1. Divide the vector u representing the eigenfunction on the graph into sev-
eral vectors un representing the function on each edge.
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Figure 11: Some of the star graph eigenvectors.
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2. Introduce block diagonal Laplacian matrix with the second order differ-

entiation matrices D
(2)
N on the diagonal, for each edge.

3. Mark all endpoints included in the matching and boundary conditions
equations, the rows and columns corresponding to points with Dirichlet
condition are to be erased.

4. Rows corresponding to Neumann boundary points or to matching points
are replaced with respective first order differentiation rows.

5. Matching conditions are enforced by adding/subtracting the correspond-
ing rows (watch the sign) and by adding columns respective to the edges
meeting at each point.

6. Erase respective rows of the right-hand side matrix B to set boundary and
matching condition to zero.

7. Employ generalized Matlab’s eig to get the eigenvectors and eigenvalues.

4.8 Adding potentials

As for implementation of the electric potential q in (3) we modify the discretized
problem (24) to

−D(2)
N u+Qu = λu, u = [u0, . . . uN ]T , (29)

where Q is (N + 1)× (N + 1) diagonal matrix

Q =


q0 0 . . . 0
0 q1 . . . 0
...

...
. . .

...
0 0 . . . qN

 ,

and qi is the potential q evaluated in the Chebyshev node xi (18):

qi := q(xi).

Similarly, for k edges, potential matrix Q would be diagonal of the size k(N +
1)× k(N + 1) with q1

0 , q
1
1 . . . , q

1
N , q

2
0 , . . . q

2
N , . . . , q

k
N on the diagonal, where qji is

q evaluated the ith node on jth edge. The computation is straightforward and
is carried out in qg2eigG.m.

Magnetic potential a in the Schrödinger operator (2) is treated in qg2eigG.m

as well. Let us introduce the unitary transformation

Ua|En : u(x)|En 7→ exp

(
−i
∫ x

x2n−1

a(y)dy

)
u(x)|En , (30)

which transforms the magnetic Schrödinger operator to

Lq,a = U−1
a Lq,0Ua.
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Defining ũ(x)|En = exp
(
−i
∫ x
x2n−1

a(y)dy
)
u(x)|En we can rewrite the endpoint

terms as
ũ(x2n−1) = u(x2n−1), ũ(x2n) = e−iϕnu(x2n), (31)

where ϕn denotes ϕn :=
∫ x2n

x2n−1
a(y)dy.

The extension of the discrete problem (29) thus yields

−D(2)
N ũ+Qũ = λũ, ũ = [ũ0, . . . ũN ]T ,

where the endpoint values in the matching conditions are taken in the form (31).

4.9 Implementation

We implemented this process in the Matlab functions that could be freely
downloaded in http://gemma.ujf.cas.cz/∼malenova/download.html. There ex-
ist more versions of the algorithm. Successively:

• qg2eig.m- the Dirichlet boundary conditions at all the boundary points
are considered. All the internal edges satisfy the standard matching con-
ditions.

• qg2eigN.m implements standard matching conditions for Laplace opera-
tor.

• qg2eigG.m is a general version implementing standard magnetic Schrödinger
operator (2). It adds electric and magnetic potentials by modifying the
diagonal entries (29) and introducing unitary transformation (30).

Observe that the graph does not need to be directed, however, for the com-
putational reasons every edge has a starting and an ending point. The solution
does not depend on this convention, but it is crucial to keep it unchanged during
the computation to correctly utilize the normal derivative direction defined in
(1).

In our algorithm, incidence matrix in the input is required. More precisely,
it is an n×m matrix I, where n stands for the number of edges and m for the
number of points, defined as:

Iij =


−1 if j is the starting point of edge i,
1 if j is the end point of edge i,
2 if i is the loop edge at j − th point,
0 otherwise.

As a complement for the differentiation matrices build-up we need already
mentioned function chebdif.m by Weideman & Reddy, which is available on
the webpage http://dip.sun.ac.za/∼weideman/research/differ.html. The docu-
mentation to the function is provided in [19].

Another function required for running the qg2eig is v2g.m. This function
assembles a vector and a matrix in the input, providing the matrix non-zero
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Figure 12: Complete graph with 5 nodes denoted by K5.

elements will be replaced by the vector entries. Obviously, the number of non-
zero entries and the vector length has to be the same. In the output, we obtain
matrix of the same size.

As the output of qg2eig we get the eigenvectors and eigenvalues correspond-
ing to the general quantum graph defined by the incidence matrix. The program
is able to handle loops and non-connected components and works very fast even
for larger graphs. All the edge lengths are set to 2.

Recently, Chebyshev polynomials-based computations gained certain popu-
larity, especially due to the Oxford University project Chebfun supervised by
Lloyd Nick Trefethen that goes back to 2002 [1]. Chebfun is an open source
package extending Matlab environment providing one may conduct the com-
putations in functional form (instead of vectorized form). As a new feature of
Chebfun, the algorithm for computing the spectra of quantum graphs described
above is going to be implemented as well. The current version of Chebfun is
available at http://www2.maths.ox.ac.uk/chebfun/.

5 Applications

Once we have a program computing the spectrum of a magnetic Schrödinger op-
erator on a general graph, it is handy to draw our attention on inverse problems.
Is the spectrum carrying any information about the properties of the graph? We
investigated some interesting issues including trace formula and spectral gap.

5.1 Trace formula

For planar graphs, the Euler characteristics χ is given by

χ = M −N, (32)

where M,N is number of vertices and edges respectively. Trees have χ = 1,
whereas all the other graphs have χ ≤ 0.
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Figure 13: Euler characteristics χ for K5 graph (Figure (12)) at time t = 1. On
the x-axis, there is number of terms used.

As a function of a quantum graph’s spectrum, Euler characteristics χ also
comes out from a trace formula [14] as a byproduct:

χ = 2ms(0) + 2 lim
t→∞

∑
kn 6=0

cos (kn/t)

(
sin (kn/2t)

kn/2t

)2

, (33)

where ms(0) is spectral multiplicity of eigenvalue 0 and k2
n is n-th eigenvalue.

Limit and sum may not be exchanged for the expression not to diverge (as

cos (kn/t)
(

sin (kn/2t)
kn/2t

)2

−→ 1 providing t→∞).

Let us define the residual

RN :=

∞∑
n=N

cos (kn/t)

(
sin (kn/2t)

kn/2t

)2

.

A rough estimate is made utilizing the upper bound for goniometric functions
and Weyl’s asymptotics kn ∼ πn

L , where L is the total length of the graph:

|RN | =

∣∣∣∣∣∣∣∣
∞∑
n=N

cos
(πn
Lt

)
︸ ︷︷ ︸
≤1

sin2
( πn

2Lt

)
︸ ︷︷ ︸

≤1

(
2Lt

πn

)2

∣∣∣∣∣∣∣∣ ≤
4L2t2

π2

∣∣∣∣∣
∞∑
N

1

n2

∣∣∣∣∣ ≤
≤ 4L2t2

π2

∫ ∞
N−1

1

x2
dx =

4L2t2

π2

1

N − 1
. (34)

Example. Say we want to compute Euler characteristics of a K5 graph (Figure
12) using the formula (33) achieving precision |RN | < 0.25. The estimate (34)
states, that one would need to take approximately N = 650 terms at time t = 1
to meet the requirements.

As to theoretical estimation, the number of terms necessary for the numerical
computation is far lower. According to (32), the correct answer is χ = 5− 10 =
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Λ1 = 0.2148

Λ1 = 0.0508

Figure 14: The higher is the spectral gap, the more is the graph prone to be
robust. In this example of two graph with the same total lengths and vertex
valencies (with standard Laplace operator).

−5. We may take use of Proposition 2.3 and compute only the first period which
makes the process much more precise and faster, since we need large amount
of eigenvalues. In Figure 13 one may observe the convergence of χ for various
times. In case t = 1 the curve needs barely N = 20 terms to achieve the same
precision as required.

5.2 Spectral gap

In the literature, spectral gap3 was previously investigated for discrete graphs
and refers to the second eigenvalue of the Laplacian (on a connected graph). It
may apply to discrete as well as to continuous graphs.

Recently, the spectral gap was also investigated numerically on large random
graphs [9]. The research concluded, vaguely said, that λ1 may be taken as a
measure of synchronizability and robustness. It was shown, that the higher is
the spectral gap, the more is the graph prone to be robust and synchronic. This
found its application in neuron networks or signal transfer area.

5.2.1 Synchronizability

Synchronizability describes the ability of a system to cooperate and synchronize
the phase. This ability is highly appreciated for large systems of items that
are required to transfer a signal effectively without losing information or being
sensitive to perturbations that may cause damage on the data. This is for
example the case of neuron system.

5.2.2 Robustness

Robustness is the ability of the system to cope with errors. This property may
be crucial for example for signal transferring or connected networks ranging
from studies of internet to army supply strategies.

One can demonstrate the robustness in the example shown in Figure 14.
Those two metric graphs have both the same number of edges, length and

3It is sometimes called algebraic connectivity or Fiedler value, according to Czechoslovak
mathematician, who first described the algebraic connectivity in [7].
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sequence of vertex valencies. However, the one on the left-hand side has con-
siderably higher spectral gap (for standard Laplace operator). At the same
time, the graph on the left is more robust in the sense that destroying one of
the vertex (i. e. router, army base) or an edge (i. e. wires, logistic path) does
not necessarily mean destroying the whole connection or cutting off to separate
parts. On the other hand, the same damage would be more likely devastating
for the other network on the right, what is reflected in lower λ1.

Let us first start with proving some statements about discrete graphs. In spite
they in general do not show the same properties as continuous graphs, some
degree of coherence has been observed.

5.3 Discrete graphs

The Laplacian on discrete graphs is defined as follows:

L = V −A, (35)

where A is the adjacency matrix and V vertex diagonal matrix respectively:

A =

{
1 if the vertices i and j are connected,
0 otherwise,

V = diag(v1, v2, . . . , vn),

where vi is the valence of the vertex i. The original publication by Fiedler [7]
devoted to spectral gap provides many relations and estimates regarding the
second eigenvalue.

Spectral gap is a monotonous function of the set of edges, in other words,
cutting off an edge always causes drop of the second eigenvalue or keeps it
unchanged, provided we have the same set of vertices.

Proposition 5.1. Let G′ be a discrete graph obtained from G by adding one
edge connecting vertices n1 and n2 and L the discrete Laplacian defined by (35).
Then the following holds:

1. λ0 is the lowest eigenvalue for both L(G) and L(G′). The corresponding
eigenfunction is ψ = 1̂, where 1̂ denotes the vector (of appropriate size)
built up from ones.

2. The second eigenvalues satisfy the following identity:

λ1(G) ≤ λ1(G′).

3. The equality λ1(G) = λ1(G′) holds if and only if the second eigenfunction
ψG1 on the G graph may be chosen attaining equal values at the vertices
n1 and n2

ψG1 (n1) = ψG1 (n2).
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Proof. The first statement is a standard result and can be proven by substituting
ψ0 = 1̂ into the equation Lψ0 = 0.

The second statement follows from the fact that

L(G′)− L(G) =



...
...

. . . 1 . . . −1 . . .
...

...
. . . −1 . . . 1 . . .

...
...


(36)

is a matrix with just four non-zero entries. It is easy to see that the matrix is
positive semi-definite, since the eigenvalues are 0 (with multiplicity n−1 where n
is the number of nodes) and 2 (simple eigenvalue) and therefore L(G′)−L(G) ≥ 0
which implies the statement.

To prove the last assertion, let us remember that λ1(G′) can be calculated
using

λ1(G′) = min
ψ⊥1

〈ψ,L(G′)ψ〉
〈ψ,ψ〉

≥ min
ψ⊥1

〈ψ,L(G)ψ〉
〈ψ,ψ〉

We have equality in the last formula if and only if ψ minimizing the first quotient
is such that (L(G′)− L(G))ψ = 0, i. e. ψ(n1) = ψ(n2).

Next, we are interested what happens if we add a pending edge, i. e. an edge
connected to the graph in one already existing node.

Proposition 5.2. Let G be a connected discrete graph and let G′ be another
graph obtained from G by adding one vertex and one edge connecting the new
vertex with the vertex n1. Then the following holds:

1. The second eigenvalues satisfy the following inequality:

λ1(G) ≥ λ1(G′).

2. The equality λ1(G) = λ1(G′) holds if and only if every second eigenfunc-
tion ψG1 is equal to zero at n1

ψG1 (n1) = 0.

Proof. Let us define the following vector on G′:

ϕ(n) :=

{
ψG1 (n), on G,
ψG1 (n1) on G′\G.

This vector is not orthogonal to the zero energy eigenfunction 1̂. Therefore
consider vector γ shifted by a constant c

γ(n) := ϕ(n) + c,
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where c is chosen so that the orthogonality condition in the finite-dimensional
space l2(G′) holds

0 = 〈γ, 1̂〉l2(G′) = 〈ψG1 , 1̂〉l2(G) + ψG1 (n) + cm,

where m is the number of edges of G′. This implies

c = −ψ
G
1 (n1)

m
.

Using this vector the following estimate on the second eigenvalue may be ob-
tained:

λ1(G′) ≤
〈Lγ, γ〉l2(G′)

‖γ‖2l2(G′)

=
〈LψG1 , ψG1 〉l2(G)

‖ψG1 ‖2l2(G) + c2m+ |ψG1 (n1) + c|2
≤ λ1(G).

The last inequality follows from the fact that

〈LψG1 , ψG1 〉l2(G) = λ1(G)‖ψG1 ‖2,

and
‖ψG1 ‖2l2(G) + c2m+ |ψG1 (n1) + c|2 ≥ ‖ψG1 ‖2l2(G).

Note, that we have equality if and only if c = 0 and |ψG1 (n1) + c|2 = 0 which
implies ψG1 (n1) = 0.

5.4 Continuous graphs

As was already mentioned, spectral gap was extensively investigated for discrete
graphs. We want to explore similar concept for continuous quantum graphs as
well. Satisfying additional conditions, we may prove an analog to Proposition
5.1 and Proposition 5.2 respectively.

Theorem 5.3. Let Γ be a connected metric graph and Lst the corresponding
standard Laplace operator (Definition 3). Let Γ′ be a metric graph obtained
from Γ by adding an edge of length l between the vertices m1 and m2. Then the
following holds:

1. λ0 = 0 is the lowest eigenvalue for Lst(Γ) and Lst(Γ′) with the eigenfunc-
tions u0 ≡ 1 ∈ L2(Γ) and u′0 ≡ 1 ∈ L2(Γ′).

2. Assume that the eigenfunction u1 corresponding to the second eigenvalue
can be chosen such that

u1(m1) = u1(m2).

Then the following inequality for second eigenvalues hold:

λ1(Γ) ≥ λ1(Γ′).
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Proof. The proof of the first statement is standard and is carried out in Propo-
sition 2.2.

To prove the second inequality, let us consider the second eigenfunction u1(Γ)
for Lst(Γ). We introduce the function

f(x) =

{
u1(x), x ∈ Γ,
u1(m1)(= u1(m2)) x ∈ Γ′\Γ.

This function is not orthogonal to the zero energy eigenfunction. Let us adjust
the constant c so that g(x) = f(x) + c is orthogonal to 1 in L2(Γ′):

0 = 〈g(x), 1〉L2(Γ′) = 〈u1(x), 1〉L2(Γ)︸ ︷︷ ︸
=0

+u1(m1)l + cL′ = 0,

where L′ is the total length of the graph Γ′. This implies

c = −u1(m1)l

L′
.

Now we are ready to get an estimate for λ1(Γ′) using

λ1(Γ′) ≤
〈Lst(Γ′)g, g〉L2(Γ′)

‖g‖2L2(Γ′)

.

The numerator yields

〈Lst(Γ′)g, g〉L2(Γ′) = 〈Lst(Γ)u1, u1〉L2(Γ) = λ1(Γ)‖u1‖2L2(Γ),

and the denominator is

‖g‖2L2(Γ′) = ‖u1 + c‖2L2(Γ) + |u1(m1) + c|2l =

= ‖u1‖2L2(Γ) + c2L+ |u1(m1) + c|2l ≥

≥ ‖u1‖2L2(Γ)

It follows, that
λ1(Γ) ≥ λ1(Γ′).

Theorem 5.4. Let Γ be a connected metric graph and let Γ′ be another graph
obtained from Γ by adding one vertex and one edge of length l connecting the new
vertex with the vertex m1. The standard Laplace operator Lst(Γ), respectively
Lst(Γ′), is acting on edges. Then the second eigenvalues satisfy the following
inequality:

λ1(Γ) ≥ λ1(Γ′).
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Proof. Let us define the following function on Γ′:

f(x) :=

{
u1(x), x ∈ Γ,
u1(m1) x ∈ Γ′\Γ.

This function is in general not orthogonal to the zero energy eigenfunction
1 ∈ L2(Γ′). Therefore consider function g shifted about a constant c

g(x) := f(x) + c,

where c is chosen so that the orthogonality condition in L2(Γ′) holds

0 = 〈g(x), 1〉L2(Γ′) = 〈u1, 1〉L2(Γ)︸ ︷︷ ︸
=0

+u1(m1)l + cL′,

where L′ is the total length of Γ′. This implies

c = −u1(m1)l

L′
.

Using this vector the following estimate on the second eigenvalue may be ob-
tained:

λ1(Γ′) ≤
〈Lstg, g〉L2(Γ′)

‖g‖2L2(Γ′)

=
〈Lstu1, u1〉L2(Γ)

‖u1‖2L2(Γ) + c2L+ |u1(m1) + c|2l
≤ λ1(Γ).

The last inequality follows from the fact that

〈Lstu1, u1〉L2(Γ) = λ1(Γ)‖u1‖2,

and
‖uΓ

1‖2L2(Γ) + c2L+ |u1(m1) + c|2l ≥ ‖u1‖2L2(Γ).

To demonstrate the conclusions of the above theorems in applications, we
consider several examples.

Example. Consider graph Γ′ consisting of two intervals of lengths a and b con-
nected in parallel. This graph is equivalent to the circle of length a + b. The
spectrum of the Laplacian L(Γ′) is (according to (10)):

σ(L(Γ′)) =

{(
2π

a+ b

)2

n2

}∞
n=0

,

where all the eigenvalues except for zero have double multiplicity.
Deleting the edge of length b we get Γ formed by single edge of length a.

The spectrum of L(Γ) is

σ(L(Γ)) =

{(π
a

)2

n2

}∞
n=0

,
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Λ1 = 0.0685

Λ1 = 0.0786

Λ1 = 0.1086

Figure 15: Equilateral graphs of the same total length. One can see that the
more branching, the higher is the spectral gap.

as shown in (9), this time with multiplicity one. Thus we have λ1(Γ′) =
(

2π
a+b

)2

and λ1(Γ) =
(
π
a

)2
. Any relation between these values is possible:

b > a ⇒ λ1(Γ′) < λ1(Γ),

b < a ⇒ λ1(Γ′) > λ1(Γ).

Example. Consider the graph Γ′′ formed by three parallel edges of lengths a, b
and c and the graph Γ′ formed by three parallel edges of lengths a and b. The
second eigenfunction for L(Γ′) can always be chosen so that u1(m1) = u1(m2).
Then, in accordance to Theorem 5.3, the second eigenvalue for L(Γ′′) is less or
equal to the second eigenvalue for L(Γ′):

λ1(Γ′′) ≤ λ1(Γ′).

5.5 Rayleigh theorem for quantum graphs

The classical Rayleigh theorem states that the gap between the lowest two
eigenvalues of the Neumann Laplacian in a domain of fixed area is maximal if
the domain is circle. Our aim is to prove an analog of this theorem for Laplace
operators on graphs with standard matching conditions at the vertices. This
section is a content of the article [15] that is currently in preparation.

Motivation
Let us consider a single string of the length L. The second eigenvalue is

well-known: λ1 = π2

L2 (see (9)). Now, take a graph of the same length built up
of a string with a simple branching, i. e. including a vertex having valency at
least 3, see Figure 15. It has been numerically computed that such branching
causes increase of the second eigenvalue. Indeed, after splitting the string to
two branches, the spectral gap increases from λ1 = 0.0685 to λ1 = 0.0786, three
branches brought further increase to λ1 = 0.1086. This suggests a hypothesis,
that simple string is the least robust and synchronizable of all graphs of the
same total length, in other words, branching always causes increase in λ1. This
is the content of the following section.
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Theorem 5.5. Let Γ be a connected metric graph with the total length L and
Lst(Γ) the corresponding Laplace operator defined on the domain of functions
satisfying standard matching conditions at the vertices. Consider as well the
graph ∆L formed by one interval of length L and the corresponding standard
Laplacian L(∆). Point λ0 = 0 is a simple eigenvalue for both Laplacians. Then
the following inequality holds for the lowest nontrivial eigenvalues:

λ1(Γ) ≥ λ1(∆).

Proof. Consider the eigenfunction ψ1 corresponding to the eigenvalue λ1(Γ).
This eigenvalue is a minimum of the Rayleigh quotient

λ1(Γ) = min
ϕ⊥1

∫
Γ
|ϕ′(x)|2 dx∫

Γ
|ϕ(x)|2 dx

, (37)

taken over all continuous functions on Γ orthogonal to the ground state ψ0 ≡ 1.
The minimum is attained for ϕ = ψ1 and thus the eigenfunction is a minimizer
of (37).

Consider the graph Γ∗- the double cover of Γ- obtained from Γ by doubling
each edge. The new edges connect the same vertices. Any function from L2(Γ)
can be lifted to L2(Γ∗) in a symmetric way by assigning it the same values on
the pairs of edges as on the edges of the original graph Γ. The function ψ∗1
obtained in this way obviously satisfies

λ1(Γ) =

∫
Γ∗
|ψ∗1
′(x)|2 dx∫

Γ∗
|ψ∗1(x)|2 dx

.

Every vertex in Γ∗ has even valency and therefore there exists a closed
(Eulerian) path P (see [4], [8]) on Γ∗ crossing each edge precisely one time. The
path P can be identified with a loop S2L of length 2L.

Consider now the function ψ∗1 as a function on the loop S2L. It is continuous
function orthogonal to the ground state function on the loop and therefore gives
an upper estimate for the corresponding eigenvalue for the Laplacian on the loop

λ1(S2L) ≤
∫
S2L
|ψ∗1
′(x)|2 dx∫

S2L
|ψ∗1(x)|2 dx

= λ1(Γ).

We obtain the result noticing that

λ1(S2L) = λ1(∆L),

that follows from (9) and (10).

Example. Comparing string and 3-star graph of the same total lengths L always
gives higher λ1 for the latter one. As shown above, the string’s first eigenvalue

is π2

L2 while the λ1 for star graph is given by (14), which may be computed
numerically.

41



5 10 15 20
l

0.1

0.2

0.3

0.4

k (l)

star

string

Figure 16: Comparison of the second eigenvalue for the star and string graph.
One length l of the star graph is variable, the other two are fixed. λ1 for star
graph is always higher than for the string of the same length.

In Figure 16, the comparison is performed. There are two edges of the star
graph fixed (l1 = 2, l2 = 5) and l3 is variable and being marked on the x-axis.
The blue plot represents the star while red line depicts string graph of the same

total length, i. e. the eigenvalue π2

(l1+l2+l3)2 .

One can observe that the difference increases for small l3. The length of the
edges in the star graph are comparable in this regime. However, while increasing
one of the lengths to infinity, the star graph begins to act more and more like a
string and their spectra almost coincide.

Special case of two edges of the star graph having the same length was
considered. The case l1 = l3 = l was analytically resolved in Section 3.4.

The numerical solution is presented in Figure 17. We set the values to
l1 = l3 = 5 and adjust the third star graph edge. In the first part, the eigenvalue
follows the first type of solution given by (15), what changes to solution of (16)
while crossing the point l = 5.

The first type of solution corresponds to the case when the eigenfunction
on the edge e2 stays constant. Whereas after crossing the equilateral state
l1 = l2 = l3 the solution becomes wavy on all the edges.

6 Conclusion

In the master thesis we were concerned about spectral properties of quantum
graphs. As the spectra are not explicitly computable in general case, we provided
a numerical tool capable to resolve the spectral problem for arbitrary compact
equilateral graph providing we consider the standard Laplace operator (Def (3)).
Subjected to some changes, we are able to add electric and magnetic potentials.

Having the spectrum was the starting point for exploring related properties
of the quantum graphs. First, we computed the Euler characteristics (33) from
the trace formula using far less eigenvalues than estimated. Finally, we concen-
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Figure 17: Comparison of the second eigenvalue for the star and string graph.
The lengths are l1 = l3 = 5. One may observe, that crossing the length l3 = 5
the eigenvalue switches to different type.

trated over the second eigenvalue λ1, also called spectral gap, which has special
significance as a measure of synchronizability and robustness. It has been shown
that dropping one edge does not necessarily mean increase in λ1, but that there
is sufficient condition for achieving it. Next, we proved that the string has the
lowest spectral gap among all graphs of the same total length.

This topic provides plenty possibilities for further extension. As for the
numerical part, Chebfun open source package implementation is the next goal.
Regarding the analytical part, some conjectures about the second eigenvalue of
the standard Laplacian are to be proved, above all the fact that while string is
the graph with the lowest λ1, complete graph should be the one with the highest
λ1 among the graphs with the same total length and number of vertices.
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