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Abstract

This paper concerns primary decomposition in Noetherian rings, a subject in com-
mutative algebra with its origins in number theory. One of the first rings of interest
to mathematicians after the study of Z, Q, R and C could be said to be the ring of
Gaussian integers Z[i] introduced by Gauss in 1828. This ring was found to have many
similarities with the ring Z, in particular Z[i] is an Euclidean domain and hence as
such, a unique factorization domain. The process of adjoining roots to polynomials in
Z[X] to the ring Z was further studied by, amongst others, Euler, Gauss, Dirichlet and
Kummer. Of particular interest was the ring of cyclotomatic integers Z[ζ], where ζ is
a primitive nth root of unity. The study of these rings was interlinked with the search
for a proof of Fermats last theorem. Fermat last theorem is the conjecture made by
Fermat that the equation xn + yn = zn has no positive integer solutions for n ≥ 3.
The mathematician Lamé addressed a meeting on March 1, 1847 where he announced
that he had proved Fermat last theorem. Lamés proof was using the factorization
xn+yn = (x+y)(x+ζy) . . . (x+ζn−1y) for ζ a primitive nth root of unity and n a odd
prime. His proof was relying on the assumption that if x, y where chosen such that the
n factors (x+y), (x+ζy), . . . , (x+ζn−1y) had no common factors for 1 ≤ i < j ≤ n−1
then (x+y)(x+ζy) . . . (x+ζn−1y) = zn could only hold if each one of the factors where
itself a nth power. For a product of n integers with no common prime divisors this ar-
gument clearly holds. However one major flaw of Lamés argument was to assume that
unique factorization which holds in Z also holds in the ring of cyclotomatic integers for
each n. As a response to Lamés meeting Liouville asked the question: Do cyclotomatic
integers have unique factorization for all n? [7][Query 1.12] It soon became clear that
the answer was no. And that Z[α], for α an algebraic integer, need not be an unique
factorization domain. As a consequence of the failure of these rings to satisfy unique
factorization of elements Kummer developed the theory of "ideal numbers" for which
unique factorization would hold. These "ideal numbers" are precisely what we today
call ideals. Dedekind proved that for rings fulfilling certain conditions, today called
Dedekind domains, there exists a unique factorization of every ideal into the product
of prime ideals. He proved that the ring of algebraic integers in any number field
satisfies these conditions and so he developed a theory that in a way "saved" unique
factorization in some of the above mentioned rings. In 1905 the mathematician Lasker
generalized the concepts developed by Dedekind into the concept of primary decom-
position. Primary decomposition holds for a bigger class of rings, called Noetherian
rings and is a (not unique) decomposition of ideals as the intersection of primary ideals.
Emmy Noether reformulated and axiomatized the theories of Dedekind and Lasker in
1920 and hence initiated the modern development of commutative algebra [5][Section
1.1].
This paper concerns the theory of primary decomposition in Noetherian rings and will
prove the results obtained by Dedekind as a consequence of the general theory. This
paper will also introduce the concept of Noetherian modules and prove the correspond-
ing results on primary decomposition in this context. Hence this paper is within the
field of commutative algebra but will also include results normally covered in number
theory.
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1 Introduction
In this paper we will focus on a class of rings, called Noetherian rings, which could be said
to fulfill certain "finiteness conditions". Noetherian rings are characterized by the ascending
chain condition on ideals. That is, if I1 ⊆ I2 ⊆ ... ⊆ Im ⊆ ... is an increasing sequence
of ideals in a ring R, then there exists r ∈ N such that In = Ir whenever n ≥ r. Emmy
Noether was one of the first to study the consequences of the ascending chain condition and
these rings are named Noetherian in her honour. In 1921 she gave an elegant proof showing
that every ideal in a ring, which satisfies the ascending chain condition, may be expressed
as a finite intersection of irreducible ideals [5][Chapter 3]. Irreducible ideals are ideals that
cannot themselves be written as the intersection of any two strictly larger ideals. Hence
irreducible ideals may be viewed as "the smallest building blocks" for ideals in Noetherian
rings. Generally it is not true that an irreducible ideal needs to be prime, but it will be
proved that an irreducible ideal in a Noetherian ring is always primary. Therefore every
ideal I in a Noetherian ring R may be expressed as the finite intersection of primary ide-
als. We say that I has a primary decomposition. In general this primary decomposition is
not unique. In Sections 4 and 5 we will explore what uniqueness properties there are. In
Section 7 we will discuss the factorization of ideals in a Dedekind domain as the product of
prime ideals. It is worth noting, as mentioned in the abstract, that the results obtained on
Dedekind domains in Section 7 historically preceded the idea of primary decomposition in
Noetherian rings and may therefore be proven without these results.

This thesis has four major parts. Section 2 discusses ring and ideal theory for commuta-
tive rings. The results in this section will be used repeatedly in the rest of the text. Sections
3, 4 and 5 are the main sections of this paper and here the theory of primary decomposition
in Noetherian rings is developed. In Section 6 we turn our attention to Noetherian modules.
In the last section we consider the factorization of ideals in Dedekind domains. We will end
with a discussion of the ring of integers in a number field. It was the failure of these rings
to be unique factorization domains that motivated much of the development of the present
theory. The aim is that the results on modules in section 6 and on Dedekind domains in
section 7 will naturally relate to the results obtained in earlier sections.

Throughout this paper the ring R is assumed to be commutative with unity 1. The
reader is assumed to be familiar with the content of a first course in abstract algebra, see
[10]. I will use basic results from such an earlier course without further explanations, for
results that may not always be covered in similar courses I refer the reader to the relevant
sections in [2], which is the course literature used in [10]. All results and terminology beyond
a first course in abstract algebra, i.e. beyond the scope of [10], will however be introduced
gradually in the following text. References will be given in connection to most proofs. These
references indicate that either the statement, or the proof of the given statement, is inspired
by, or in different degrees resembles, the given reference.

2 Rings and ideals
This section concerns ring and ideal theory. In this section, as in the rest of the text, the
ring R is assumed to be commutative with unity 1. We will start with a discussion of Zorn’s
Lemma. Zorn’s Lemma is a set theoretical axiom which one uses to prove the existence of
subsets that are maximal with respect to certain properties in some certain infinite sets. In
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this context the relevant application of Zorn’s Lemma is to conclude that every ring R with
unity has a maximal ideal.

Definition 2.1. A partial order on a non empty set Σ is a relation ≤ on Σ satisfying the
following three properties:

i) x ≤ x for all x ∈ Σ (reflexive)

ii) if x ≤ y and y ≤ x then x = y for all x, y ∈ Σ (antisymmetric)

iii) if x ≤ y and y ≤ z then x ≤ z for all x, y, z ∈ Σ (transitive)

Definition 2.2.

i) A non-empty set Σ together with a partial order ≤ is called a partially ordered set. A
subset T of Σ is called a totally ordered (sub)set if for all x, y ∈ T either x ≤ y or y ≤ x.
ii) An upper bound for a subset T of a partially ordered set Σ is an element a ∈ Σ such
that x ≤ a for all x ∈ T .
iii) A maximal element of a partially ordered set Σ is an element a ∈ Σ such that if a ≤ x
for any x ∈ Σ then this implies that x = a.

The partially ordered set Σ that concerns us in the current paper is the set of proper
ideals of a ring R, ordered under set inclusion. This set is what is called an inductive system
as will be shown in example 2.6.

Definition 2.3. An inductive system is a set Σ together with a partial order on Σ with the
property that every totally ordered subset has an upper bound in Σ.

Zorn’s Lemma. Every non-empty inductive system possesses at least one maximal ele-
ment.

Zorn’s Lemma may be proved to be equivalent to the axiom of choice and the well ordering
principle, so is therefore treated as an axiom in the present context.

Even though the reader is assumed to be familiar with the definitions of maximal and
prime ideals we will repeat them here as a reminder:

Definition 2.4. An ideal I in a ring R is prime if I 6= (1) and if ab ∈ I implies that a ∈ I
or b ∈ I

Definition 2.5. An ideal I in a ring R is maximal if I 6= (1) and for each proper ideal J of
R, we have that I ⊆ J implies I = J

Note that I is a maximal ideal of R if and only if I is a maximal element of the set Σ of
proper ideals of R ordered under set inclusion.

Example 2.6. Every ring R with 1 has a maximal ideal. Let Σ be the set of proper ideals
of R ordered under set inclusion. Let T be a totally ordered subset of Σ, that is, for all
elements I, J of T either I ⊆ J or J ⊆ I. We will show that T has an upper bound. Let
K =

⋃
I⊆T I. We have that I ⊆ K for all I ⊂ T and hence K is an upper bound for T if

K ⊆ Σ. We will show that K is a proper ideal of R and hence that T has an upper bound.
Let a, b ∈ K and r ∈ R then for some ideals I, J in R we have that a ∈ I and b ∈ J . Now
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since T is totally ordered we may assume without loss of generality that I ⊆ J , meaning
that a, b ∈ J and therefore a+b ∈ J hence a+b ∈ K. Furthermore, since a ∈ I we have that
ra ∈ I and hence ra ∈ K. Therefore K is an ideal. Since all ideals in Σ are proper there is
no ideal in Σ that contains 1 and hence K, being a union of elements in Σ, do not contain
1 and is therefore a proper ideal. This shows that Σ is a non-empty inductive system. By
Zorn’s Lemma we conclude that Σ has a maximal element. [8][Chapter 2, Lemma 4]

Lemma 2.7. Every proper ideal I of a ring R is contained in a maximal ideal.

Proof. Apply example 2.6 to the ring R/I.

2.1 Operations on ideals
In this section we will discuss the sum, product and intersection of a family of ideals in a
commutative ring R. By using these operations we may construct new ideals of R from old
ones.

Definition 2.8. Let {Ii} be a (possibly infinite) set of ideals in a commutative ring R:

1. We define the sum of a family of ideals
∑
i Ii as the set {all finite sums

∑
i xi : xi ∈ Ii}.

2. We define the product of a finite family of ideals
∏n
i=1 Ii as the set

{all finite sums
∑
j

(x1jx2j ...xnj) : xij ∈ Ii for each j}.

Lemma 2.9. The sum and intersection of any family of ideals is an ideal and the product
of a finite family of ideals is an ideal. Furthermore

∏n
i=1 Ii ⊆

⋂n
i=1 Ii.

Proof. The construction immediately gives that
∑
i Ii and

∏n
i=1 Ii is closed under sums and

multiplication by R. If a, b ∈
⋂
i Ii and r ∈ R then a, b ∈ Ii for each i and hence a + b, ra

belongs to
⋂
i Ii. Let x ∈

∏n
i=1 Ii then x =

∑
j(x1jx2j . . . xnj) for xij ∈ Ii for all j. For

each j (x1jx2j . . . xnj) is an element of Ii, 1 ≤ i ≤ n and hence x ∈
⋂n
i=1 Ii.

Example 2.10. Let I, J be two ideals in a commutative ring R. Consider the ideal
product (I + J)(I

⋂
J), this is a well defined ideal by Lemma 2.9. Let x ∈ (I + J)(I

⋂
J).

For some n ∈ N we have that x =
∑n
i=1 aibi, with ai ∈ I

⋂
J and bi ∈ (I + J). Write

bi =
∑m
j=1 xj + yj for m ∈ N, xj ∈ I and yj ∈ J . Since aixj , aiyj are elements of IJ for

every j ∈ {1, 2, . . . ,m} and every i ∈ {1, 2, · · · , n}, it is clear that x =
∑n
i=1 aibi ∈ IJ .

Therefore (I + J)(I
⋂
J) ⊆ IJ .[1][Chapter 1, Operations on ideals]

Proposition 2.11. Let I1, I2, ..., In be ideals in a ring R and let P ⊂ R be a prime ideal
such that

⋂n
i=1 Ii ⊆ P , then Ii ⊆ P for some i. Furthermore if

⋂n
i=1 Ii = P , then P = Ii

for some i.

Proof. Let
⋂n
i=1 Ii ⊆ P and assume that Ii is not contained in P for 1 ≤ i ≤ n. Then

for every i there exists xi ∈ Ii such that xi /∈ P . Consider the product x =
∏n
i=1 xi, by

construction and using the fact that P is prime this product is not in P . Clearly x ∈
∏n
i=1 Ii

and hence by Lemma 2.9 this implies that x ∈
⋂n
i=1 Ii. By assumption

⋂n
i=1 Ii ⊆ P and

therefore x ∈ P , resulting in a contradiction. We conclude that Ii ⊆ P for some i. Now
assume that

⋂n
i=1 Ii = P , then clearly P ⊆ Ii for every i, and since we already have shown

that there exists an ideal Ii with Ii ⊆ P we may conclude that Ii = P . [1][Proposition 1.11
ii)].
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Proposition 2.12. Let P1, P2, ..., Pn be prime ideals and let I be an ideal which is not
wholly contained in any one of them. Then there exists an element α ∈ I such that α does
not belong to any Pi.

Proof. We may assume that Pi * Pj for all i 6= j, 1 ≤ i ≤ n. Since if, for example P1 ⊂ P2

and we have proven the proposition for the set P2, P3, ..., Pn, then α /∈ P2 implies that
α /∈ P1. Hence the proposition is also true for the original set of primes. Supposing that
this extra condition is satisfied, for each i we have that none of I, P1, P2, ..., Pi−1, Pi+1, ..., Pn
is wholly contained in Pi. Since Pi is prime we may use the same argument as in the proof of
Proposition 2.11 to conclude that the ideal product IP1P2...Pi−1Pi+1...Pn is not contained
in Pi, 1 ≤ i ≤ n. Choose

αi ∈ IP1P2...Pi−1Pi+1...Pn ⊆ I
⋂
P1

⋂
P2

⋂
...
⋂
Pi−1

⋂
Pi+1

⋂
...

⋂
Pn

such that αi /∈ Pi, 1 ≤ i ≤ n. Set α =
∑n
i=1 αi. Clearly α belongs to I. We will prove that

α does not belong to any Pi. We have that αi = α −
∑
i 6=j αj . By construction

∑
i 6=j αj

belongs to Pi, hence if α belongs to Pi this would imply that αi ∈ Pi. This is clearly not
the case. We conclude that α /∈ Pi, 1 ≤ i ≤ n. [8][Chapter 2, Proposition 5]

Definition 2.13. Let E be a non-empty indexing set and let Ri be a family of rings for
each i ∈ E. The direct product

∏
i∈E Ri is defined as the Cartesian product

∏
i∈E Ri =

{(r1, r2, r3, ....) : ri ∈ Ri} equipped with component-wise addition and multiplication.

Lemma 2.14. The direct product of a family of rings
∏
i∈E Ri is a ring.

Proof. Since addition and multiplication are defined component-wise the ring axioms are
satisfied by the ring properties of each Ri, the element (11, 12, 13, ....) where 1i is the identity
of Ri serves as the identity element of the direct product.

Definition 2.15. We say that two ideals I and J of R are coprime if I + J = (1).

Note that I, J are coprime if and only if there exist elements x ∈ I, y ∈ J such that
x+ y = 1.

Theorem 2.16. The Chinese Remainder Theorem.
Let I1, I2, ..., In be ideals of R. The map

R→ R/I1 ×R/I2 × ...×R/In defined by r → (r + I1, r + I2, ..., r + In)

is a ring homomorphism with kernel I1
⋂
I2

⋂
...

⋂
In. If for each i, j ∈ {1, 2, ..., n} with i 6= j

the ideals Ii and Ij are coprime, then this map is surjective and I1
⋂
I2

⋂
...
⋂
In = I1I2...In,

so
R/I1I2...In ∼= R/I1 ×R/I2 × ...×R/In.

Proof. We first prove this for k = 2, the general case will follow by induction. Let
Φ : R→ R/I1×R/I2 be defined by Φ(r) = (r+ I1, r+ I2). Since Φ is the natural projection
of R into R/Ii, for i = 1, 2, on each component, it is a ring homomorphism. The kernel of Φ
contains precisely those elements of R which are sent to the element (0 mod I1, 0 mod I2),
hence the elements r ∈ R such that r ∈ I1

⋂
I2. We need to show that if the ideals I1 and I2

are coprime, then Φ is surjective and I1
⋂
I2 = I1I2. We will first prove that Φ is surjective.

Since I1 + I2 = R there exist x ∈ I1, y ∈ I2 such that x+ y = 1. Hence x = 1− y, consider
Φ(x) = (x+ I1, 1− y+ I2) = (0 mod I1, 1 mod I2). The same argument shows that Φ(y) =
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(1 mod I1, 0 mod I2). Let (r1 mod I1, r2 mod I2) be an arbitrary element of R/I1 × R/I2.
We have that Φ(r2x + r1y) = Φ(r2)Φ(x) + Φ(r1)Φ(y) = (r2 mod I1, r2 mod I2)(0, 1) +
(r1 mod I1, r1 mod I2)(1, 0) = (r1 mod I1, r2 mod I2). Consequently, we have proven that
Φ is surjective.

We will now prove that I1
⋂
I2 = I1I2. By Lemma 2.9 we always have that I1I2 ⊆ I1

⋂
I2.

By Example 2.10 we have that (I1 + I2)(I1
⋂
I2) ⊆ I1I2. By assumption I1 + I2 = (1) and

hence we have proven that (I1
⋂
I2) ⊆ I1I2. We conclude that I1

⋂
I2 = I1I2. We will now

prove the general case by induction. Assume that the assertion is true for i = n−1, consider
the two ideals I = In, J = I1I2...In−1. By the induction hypothesis J = I1

⋂
I2

⋂
...

⋂
In−1,

hence by the previous case it is sufficient to prove that I, J are coprime. Since by assumption
I and Ii are coprime for all i ∈ {1, 2, ..., n−1} there exists xi ∈ I, yi ∈ Ii such that xi+yi = 1,
1 ≤ i ≤ n − 1. Hence (x1 + y1)(x2 + y2)...(xn−1 + yn−1) = 1, writing this product as a
sum there is only one way of choosing elements from each parenthesis so that their product
doesn’t contain any xi, 1 ≤ i ≤ n − 1. Hence the only term in the sum which is not an
element of I is the term y1y2...yn−1. By construction y1y2...yn−1 ∈ J and since every other
term in the sum is in I, we have that 1 ∈ I + J . Therefor I and J are coprime. Applying
the already covered case of i = 2 to the ideals I and J proves the Theorem. [4][Section 7.6,
Theorem 17].

Note that the homomorphism Φ defined as in Theorem 2.16 is not in general surjective.
For example, let R = Z and I1 = 2Z, I2 = 4Z. Consider the element (1, 2) in Z/2Z×Z/4Z.
There is no integer solution to the system of congruences x ≡ 1 mod 2, x ≡ 2 mod 4 since
x ≡ 2 mod 4 implies that x ≡ 0 mod 2. Hence Φ is NOT generally surjective when the
ideals Ii are not pairwise coprime.

Example 2.17. In a first abstract algebra course Theorem 2.16 is often proven in the
special case of the ring Zn of integers modulo n. That is, it is proven that Zn ∼= Zpα1

1
×

Zpα2
2
× ... × Zpαnn where n = pα1

1 pα2
2 ...pαnn is the prime factorization of the integer n into

powers of distinct primes. The proof given in that context relies on the fact that the
GCD(pαii , p

αj
j ) = 1 whenever i 6= j which is equivalent to the statement that the principal

ideals (pαii ) and (p
αj
j ) are coprime whenever i 6= j.

2.2 The nilradical and radical ideals
Definition 2.18. An element x in a ring R is said to be nilpotent if there exists n > 0 such
that xn = 0.

Lemma 2.19. The set of all nilpotent elements of a ring R is an ideal η called the nilradical
of R.

Proof. If a ∈ η then there exists n ∈ N such that an = 0 hence (ra)n = rnan = 0, for all
r ∈ R. Therefore ra ∈ η. Now, if a, b ∈ η then for some m,n > 0 we have am = bn = 0.
Consider:

(a+b)m+n−1 = c0a
m+n−1+c1a

m+n−2b+ ...+cn−1a
mbn−1+cna

m−1bn+ ...+cm+n−1b
m+n−1

where ci ∈ R, 0 ≤ i ≤ m+n−1. It is clear that every term in the above expression consists
of a product where at least one of the elements is zero and hence each term of the sum is
zero. Hence a+ b ∈ η. [1][Proposition 1.7]
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Proposition 2.20. The nilradical η of R is the intersection of all prime ideals of R.

Proof. Let η′ denote the intersection of all prime ideals of R. Let a ∈ η and let P be any
prime ideal in R. Then for some n > 0 we have that an = 0 ∈ P . Since P is prime this
implies that a ∈ P . Hence η ⊆ η′. Conversely we will show that η′ ⊆ η. Suppose that
a ∈ R− η, i.e. a is not nilpotent. Let Σ denote the set of ideals:

Σ = {I ⊂ R : an /∈ I,∀n > 0}

We want to show that there is some prime ideal of R that belongs to Σ. Since a is not
nilpotent the zero ideal belongs to Σ, hence Σ is non-empty. We may prove that Σ is an
inductive system in the same way as in Example 2.6. Hence may use Zorn’s lemma to
conclude that Σ has a maximal element, say P . We will show that P is prime. Let x, y /∈ P
then both the ideals (x) + P and (y) + P strictly contain P and hence (since P is maximal
in Σ) do not belong to Σ. Consequently, an ∈ (x) +P and am ∈ (y) +P for some m,n > 0.
It follows that am+n ∈ (xy) + P hence (xy) + P /∈ Σ. Therefore xy /∈ P and so P is prime.
Hence a /∈ η ⇒ a /∈ η′ and so η′ ⊆ η. We conclude that η = η′. [1][Proposition 1.8]

Definition 2.21. The radical of an ideal I of R is the set:

rad(I) = {x ∈ R : xn ∈ I for some n > 0}

Let π : R → R/I be the natural projection of R by I, then there is a one to one
correspondence between the ideals of R/I and the ideals of R which contain I and hence
under this correspondence π−1(ηR/I) = {r ∈ R : rn ∈ I} = rad(I) and hence by Lemma
2.19 rad(I) is an ideal of R. Furthermore, I ⊂ rad(I) and rad(I) is the intersection of all
prime ideals of R which contain I.

Proposition 2.22. Let I be an ideal of a ring R then:
i) rad(I) is an ideal of R. ii) I ⊂ rad(I) and iii) rad(I) is the intersection of all prime
ideals of R which contain I.

Proof. i) and ii) follows from the definition of rad(I) and the text preceding the Proposition.
iii) follows from Proposition 2.20 and the fact that the one to one correspondence of ideals
induced by the natural projection π preserves prime ideals. [1][Proposition 1.14]

Lemma 2.23.

i) rad(I
⋂
J) = rad(I)

⋂
rad(J)

ii) rad(I)=(1) ⇔ I=(1)

iii) rad(I+J)=rad(rad(I)+rad(J))

Proof. i) Let x ∈ rad(I
⋂
J). Then for some m > 0 we have that xm ∈ I

⋂
J , hence xm ∈ I

and xm ∈ J . Consequently x ∈ rad(I)
⋂
rad(J). Conversely, let x ∈ rad(I)

⋂
rad(J) then

x ∈ rad(I) and x ∈ rad(J) hence there exists m,n > 0 such that xm ∈ I and xn ∈ J
hence x ∈ rad(I

⋂
J). ii) The implication I = (1)⇒ rad(I) = (1) is obvious. Conversely, if

rad(I) = (1) then by Proposition 2.22 there is no prime ideal which contains I. Since every
proper ideal is contained in a maximal ideal and every maximal ideal is prime this results
in a contradiction. Hence (I) is not a proper ideal, that is (I) = (1). iii) Let x ∈ rad(I +J).
Then for some m > 0 we have that xm ∈ I + J , hence xm = y + z, for some y ∈ I, z ∈ J .
Since y ∈ rad(I), z ∈ rad(J) we have that xm ∈ rad(I) + rad(J). Consequently, x ∈
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rad(rad(I) + rad(J)). Conversely, let x ∈ rad(rad(I) + rad(J)) then xm ∈ rad(I) + rad(J)
for some m > 0. Let xm = y+z for some y ∈ rad(I), z ∈ rad(J). Then there exists k, n > 0
such that yk ∈ I and zn ∈ J . This implies that yk, zn ∈ I + J and hence y, z ∈ rad(I + J).
Therefore y + z = xm ∈ rad(I + J). Consequently, x ∈ rad(rad(I + J)) = rad(I + J).
[1][Exercise 1.13]

Definition 2.24. We say that an ideal I is radical if I = rad(I)

It is clear that rad(rad(I)) = rad(I) and hence the radical of an ideal is a radical ideal.

2.3 Unique factorization domains
The reader is probably familiar with the basic properties of unique factorization domains
[2][Sections 9.1, 9.2], but since this paper concerns the failure of unique factorization it is
important that we remember the properties of domains that do have unique factorization.

Definition 2.25. Let R be a ring and let x, y ∈ R. We say that two elements x, y are
associates if x = uy for a unit u ∈ R. Clearly y = u−1x in this case. A non-unit x ∈ R is
said to be irreducible if x = yz implies that either y or z is a unit in R. We say that an
irreducible element x has no nontrivial factorization. We say that a domain D is a unique
factorization domain if every non-zero non-unit x ∈ D has a unique factorization into a
finite product of irreducible elements in D. I.e x = p1p2 . . . pm, where pi is irreducible for
1 ≤ i ≤ m and if x = p1p2 . . . pm = q1q2 . . . qr is another such factorization then m = r
and it is possible to rearrange the factors such that qi is an associate of pi. Hence unique
factorization means unique factorization up to order and multiplication by units.

If D is a domain then x, y ∈ D are associates if and only if x|y and y|x. Assume that
x|y and y|x, say y = xa and x = yb for a, b ∈ D. Then y = yba which since D is a domain
implies that ab = 1 and hence b is a unit in D. The other direction holds by definition.

Definition 2.26. An element p ∈ R is said to be prime if whenever p|ab we have that p|a
or p|b

Lemma 2.27. In a domain D every prime element p is irreducible.

Proof. Let p be prime and assume p = ab, then p|a or p|b. Without loss of generality assume
p|a, say a = pc, then p = pcb. Since D is a domain this implies that cb = 1 and hence b is a
unit which shows that p is irreducible.

Proposition 2.28. In a unique factorization domain D every irreducible element is prime.

Proof. Let p be irreducible in D and let p|yz. Let a ∈ D be such that yz = ap. Let
y =

∏r
i=1 pi, z =

∏s
i=1 qi, a =

∏m
i=1 ri be a factorization of y, z, a ∈ D into irreducibles.

Since D is a unique factorization domain p is an associate of pi or qj for some i or j, in
particular p divides either a or b.

Example 2.29. Let K be a field. In this example we will show that the ring R =
K[x1, x2, . . . ] is a unique factorization domain. It is known that the ring of polynomials
in a finite number of variables over a field is a UFD, i.e. Rn = K[x1, x2, · · · , xn] is a unique
factorization domain [2][Corollary 9.28], for all n. Note that R =

⋂
n∈NRn. For any f ∈ R,

f has only finitely many non-zero coefficients and is a polynomial in finitely many indeter-
minants, hence f belongs to Rn for some n > 0. Let p ∈ Rn be irreducible, we will show
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that p is irreducible in Rm for all m ≥ n. Assume that p = ab for a, b ∈ Rm, evaluating p at
x1 = x2 = · · · = xn = 1 gives the equation λ = ab(xn+1, . . . xm) where λ is a constant and
ab is a polynomial in Rm−n, this implies that ab is constant and therefore ab ∈ Rn. Since p
is irreducible in Rn we conclude that a or b is a unit. Therefore p is irreducible in Rm. This
proves that there exists a factorization of f into irreducibles in R, since the factorization of
f in the polynomial ring Rn is still irreducible in R by the argument above. Let q1q2 . . . qr
be another factorization of f in R and let Rk be a subring of R containing the indetermi-
nants occurring in this factorization, then there exists two irreducible factorizations of f in
Rk+n, contradicting that Rk+n is a UFD. We conclude that R is a UFD. Note that the
sequence (x1) ⊂ (x1, x2) ⊂ (x1, x2, x3) ⊂ . . . of ideals in R is strictly increasing. There is
no n ∈ N such that (x1, · · · , xn) = (x1, x2, · · · , xr) whenever r ≥ n. If there would exist
such a n then this would imply that there exists polynomials f1, f2, · · · , fn ∈ R such that
xn+1 = f1x1+f2x2+ · · ·+fnxn. If we set xn+1 = 1, xi = 0, 1 ≤ i ≤ n this implies that 1 = 0
leading to a contradiction. We say that R does not satisfy the ascending chain condition,
in particular R is not a Noetherian ring, see Definition 3.10. Hence a unique factorization
domain is not always Noetherian.

3 Primary ideals and primary decomposition
Proposition 2.22 shows that, even though it is generally not possible to express an ideal of
an arbitrary ring as the intersection of prime ideals, there exists such a decomposition of
the radical ideals in an arbitrary ring. This will prove to be a useful fact. We will now
introduce primary ideals, which in a sense are a generalization of prime ideals since every
prime ideal is primary but not every primary ideal is prime.

3.1 Primary ideals
Definition 3.1. An ideal Q in a ring R is primary if one of the two equivalent conditions
hold:

1) Q 6= R and ab ∈ Q implies that either a ∈ Q or bn ∈ Q for some n ∈ N
2) R/Q 6= 0 and every zero-divisor in R/Q is nilpotent.

To see that the conditions given above are equivalent, first assume Q fulfills 1). Let b
be a zero divisor in R/Q. Then ab ∈ Q for some a /∈ Q, by assumption on Q we have that
this implies that bn ∈ Q, for some n ∈ N and hence b is nilpotent. Conversely, assume that
every zero divisor in R/Q is nilpotent. Let ab ∈ Q for some a /∈ Q. Since b is a zero divisor
in R/Q this implies that bn ∈ Q, for some n ∈ N. Hence 1) and 2) are equivalent.

Proposition 3.2. Let Q be a primary ideal of a ring R. Then rad(Q) is the smallest prime
ideal containing Q. In particular rad(Q) is a prime ideal.

Proof. Let P = rad(Q). By Proposition 2.22 we only need to show that P is prime. Let
xy ∈ P then (xy)n ∈ Q for some n > 0. Using that Q is primary we conclude that xn ∈ Q
or ynm ∈ Q, for some m > 0. Therefore x ∈ P or y ∈ P . [1][Proposition 4.1].

Definition 3.3. Let Q be a primary ideal of the ring R. We say that Q is P-primary if
rad(Q) = P .
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It is well known that the prime ideals in Z are those principal ideals which are generated
by a prime p. In Example 3.7 we will show that the primary ideals in Z are power of prime
ideals, hence of the form (p)α. The primary ideal (p)α in Z is hence (p)-primary, as one
would intuitively expect. It is important to note that the general case is not quite as simple.
In general a primary ideal doesn’t need to be a power of a prime ideal and a power of a
prime ideal doesn’t need to be primary. Example 3.4 provides an example of a primary ideal
that is not a power of a prime ideal.

Example 3.4. Let R = K[x, y, z] where K is a field, and consider the ideal I = (x, y, z2).
Then R/I ∼= K[z]/(z2) under the homomorphism Φ(f(x, y, z)) = f(0, 0, z) modulo (z2).
Since every zero-divisor in K[z]/(z2) is nilpotent I is primary. Furthermore K[z]/(z2) is
obviously not a domain and hence I is not prime. We have that rad(I) = (x, y, z), note that
(x, y, z)2 ⊂ (x, y, z2) ⊂ (x, y, z) and hence this is an example of a primary ideal that is not
a prime power. (Since the ideal I lies strictly between the minimal prime ideal rad(I) that
contains I and (rad(I))2 and is itself not prime.) [1][Section 4, Example 2]

Example 3.5. It is important to note that the converse of Proposition 3.2 is not in gen-
eral true. I.e. if rad(I) is a prime ideal this does not generally imply that I is primary.
For example, consider the ideal I = (xy, y3) inK[x, y] for a fieldK. We may write (xy, y3) =
(y)

⋂
(x, y3). By Proposition 2.23 we have that rad(xy, y3) = rad(y)

⋂
rad(x, y3) = (y)

⋂
(x, y) =

(y). We conclude that rad(I) = (y) and hence prime. Consider the quotient ringK[x, y]/(xy, y3).
Not every zero-divisor in this ring is nilpotent and therefore I is not primary.

Example 3.5 shows that rad(I) is prime is a necessary but not sufficient condition for
I to be primary. Proposition 3.6 shows that if rad(I) is maximal, then this is sufficient to
conclude that I is a primary ideal.

Proposition 3.6. If rad(I) is a maximal ideal then I is primary. In particular every power
of rad(I) is in this case primary.

Proof. Consider the natural projection π : R → R/I. Let rad(I) = M , for M a maximal
ideal of R. By definition π(M) is the nilradical of R/I. Hence by Proposition 2.20 every
prime ideal of R/I contains π(M). The maximality of M therefore implies that π(M) is the
only prime ideal in R/I. Therefore there is only one maximal ideal of R/I. Let u = u+I be
a non-unit of R/I, the ideal generated by u is a proper ideal. By Zorn’s Lemma this ideal
is contained in a maximal ideal, hence contained in π(M). Therefore every non-unit has to
be contained in π(M) since every ideal generated by a non unit of R/I has to be contained
in π(M). We conclude that every non-unit is nilpotent in R/I. Since a unit can’t be a
zero-divisor this proves the proposition. (Let u ∈ R be a unit, if uv = 0 for some v ∈ R,
then this implies that v = 0 by left cancellation) [1][Proposition 4.2]

Example 3.7. In this Example we will show that every primary ideal in Z is a power
of a prime ideal and hence is generated by a power of a prime. First note that the ideal
(pα) and the ideal product (p)α are the same ideal in Z. Let I = (n) be any ideal in Z,
with n = pα1

1 pα2
2 ...pαkk , for primes pi, 1 ≤ i ≤ k. Consider rad(I) = {m ∈ Z : mr ∈

(n) for some r ∈ Z}. If m ∈ rad(I), then there exists r ∈ Z such that n | mr. Using the
prime factorization of n we have that m ∈ rad(I) iff pα1

1 pα2
2 ...pαkk | mr for some r ∈ Z.

Since pi is prime for 1 ≤ i ≤ k it follows that p1p2...pk | m and hence that m ∈ (p1p2...pk).
Conversely, if m ∈ (p1p2...pk), let r = max(α1, α2, ..., αk) then mr ∈ I. Consequently,
rad(I) = (p1p2...pk). This ideal is prime if and only if it is of the form (p) for a prime p ∈ Z.
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Hence, any primary ideal in Z has to be of the form (pα). Conversely, since Z is a Principal
Ideal Domain every prime ideal is maximal and hence by Proposition 3.6 every power of a
prime ideal is primary. Since the ideal (pα) and the ideal product (p)α are the same ideal
in Z we conclude that every primary ideal in Z is of this form.

We will now introduce some further notation.

Definition 3.8. Let I and J be ideals in a ring R, their ideal quotient is: (I : J) = {r ∈
R : rJ ⊆ I}

This is a proper ideal of R if and only if J * I. If J ⊆ I we have that (I : J) = R.
Assume that J * I. For x, y ∈ (I : J) and r ∈ R we have that rx ∈ (I : J) and x+y ∈ (I : J)
using the ideal properties of I. Furthermore, if 1 ∈ (I : J) then this implies that J ⊆ I. In
particular (0 : I) is called the annihilator of I and is denoted Ann(I). Ann(I) is the set of
all elements r ∈ R such that rI = 0. For an element x ∈ R and a principal ideal (x) we
have that (I : (x)) = {r ∈ R : r(x) ⊆ I} = {r ∈ R : rx ∈ I} and we write (I : (x)) = (I : x).
In this notation the set of zero divisors in a ring R together with the element zero is:

{r ∈ R : ∃x 6= 0 ∈ R such that rx = 0} =
⋃
x 6=0

(0 : x) =
⋃
x 6=0

Ann(x).

Lemma 3.9. Let J be an ideal in R and let Ii be a family of ideals in R, for 1 ≤ i ≤ n.
Then (

⋂n
i=1 Ii : J) =

⋂n
i=1(Ii : J).

Proof. See Lemma 6.13 and consider R as a module over itself.

3.2 Noetherian rings
Definition 3.10. A Noetherian ring is a ring which satisfies the following three equivalent
conditions:

i) The ascending chain condition. Whenever

I1 ⊆ I2 ⊆ ... ⊆ Im ⊆ ...

is an increasing sequence of ideals in R there exists r ∈ N such that In = Ir whenever n ≥ r.
ii) Maximal condition. Every non-empty collection of ideals in R has a maximal element
under inclusion.

iii) Every ideal of R is finitely generated

The proof that i), ii), iii) are equivalent is postponed to section 6 and follows Definition
6.7.

Note that for R Noetherian we do not have to use Zorn’s lemma on the inductive system
Σ of proper ideals of R ordered under set inclusion to come to the conclusions of Example
2.6 and Lemma 2.7. By ii) in Definition 3.10 every non-empty collection of ideals in R
has a maximal element and therefore it is clear that every ideal is contained in a maximal
ideal. Therefore, it might be worth noting that this paper does not depend on Zorn’s lemma
in order to derive the desired results on Noetherian rings that we are ultimately heading
towards. The reason for including Zorn’s Lemma in this essay is that it has allowed us to
state all of the results in Section 2 for arbitrary commutative rings with 1. See Proposition
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2.20, where Zorn’s lemma was used. We will now explore the consequences of assuming that
a ring satisfies the equal conditions i), ii), iii) above. The next proposition illustrates one
consequence of iii).

Proposition 3.11. In a Noetherian ring every ideal contains a power of its radical.

Proof. Let rad(I) be generated by x1, x2, · · · , xr. Let ni, 1 ≤ i ≤ k be such that xnii is in
I. Let m = 1 +

∑k
i=1(ni− 1). Consider (rad(I))m, this ideal is generated by all elements of

the form xr11 x
r2
2 ...x

rk
k , where

∑
i ri = m. From the choice of m it follows that ri ≥ ni for at

least one i, hence every generator xr11 x
r2
2 ...x

rk
k of (rad(I))m belongs to I. We conclude that

rad(I)m ⊆ I. [1][Proposition 7.14]

Definition 3.12. A primary decomposition of an ideal I in R is a finite expression I =⋂n
i=1Qi where Qi is a primary ideal in R.

It is possible to prove our existence theorem 3.13 within the framework we have already
developed, but we will instead postpone the proof until we introduced the concepts of
modules in section 6. The reason for this is to avoid a repetition of considerably similar
arguments.

Theorem 3.13. Every ideal I of a Noetherian ring R admits a primary decomposition.

Proof. This theorem is proven in Section 6 as a special case of Theorem 6.10. However the
first half of the proof is given in the text below.

The proof of Theorem 3.13 uses what is called the Noetherian argument to conclude
that every ideal in a Noetherian ring may be decomposed into the intersection of irreducible
ideals. An irreducible ideal is an ideal which itself may not be written as an intersection of
strictly larger ideals. The argument is simple and beautiful. Consider the set Σ of all ideals
in a Noetherian ring R which may not be decomposed into an intersection of irreducible
ideals. Assume, by way of contradiction, that Σ is non-empty. Since R is Noetherian there
exists a maximal ideal I in Σ. By assumption I is not itself irreducible and hence there
exists ideals properly containing I such that I is the intersection of these ideals. Since I is a
maximal ideal in Σ these ideals have a decomposition into irreducible ideals. Therefore also
I has a decomposition into irreducible ideals. This proves that every ideal in a Noetherian
ring has a decomposition into irreducible ideals. To prove Theorem 3.13 it remains to show
that every irreducible ideal in a Noetherian ring is a primary ideal. For this we refer to
Theorem 6.10. The above illustrates the power of the Noetherian argument and the next
proposition is yet another example of the same. Proposition 3.14 proves that every non-zero
non-unit in a Noetherian domain has a factorization into irreducible elements.

Proposition 3.14. Every non-zero non-unit in a Noetherian domain R may be factored
into a product of irreducible elements.

Proof. Let x be a non-unit in R, we will consider the principal ideal (x). Since the elements
in (x) are those elements which are multiples of x, the ideal (y) ⊆ (x) if and only if x|y. If
(x) = (y) then x = yr, y = xs for some s, r ∈ R which implies that x = xsr. Since R by
assumption is a domain x = xsr implies that sr = 1 and hence that both s, r are units. Let
Σ be the set of all principal ideals (x) of R such that x may not be written as a product of
irreducible elements. By way of contradiction, assume that Σ is non-empty. Using that R is
Noetherian we let (y) be a maximal ideal in Σ. Then y is not irreducible and hence y = ab
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where neither a nor b is a unit. Therefore (y) ⊂ (a) and (y) ⊂ (b) where the inclusion is
proper because otherwise a or b would be a unit. Since (y) is a maximal ideal in Σ this
implies that both a and b may be factored into a product of irreducibles. In particular this
implies that y = ab has a factorization into irreducible elements.

One of the reason that we are interested with the construction of primary decomposi-
tion in Noetherian rings (and therefore in particular in Noetherian domains) is that the
factorization of elements discussed in the theorem above may not be unique. There may be
different factorizations of the same element into irreducible elements. In fact this is often
the case, see the next example.

Example 3.15. Consider the ring Z[
√
−5] = {a+b

√
−5 : a, b ∈ Z}, this ring is a Noetherian

domain (see Proposition 6.8), but does not satisfy unique factorization. The element 6 has
two different factorization into a product of irreducible elements. We have that 6 = 3× 2 =
(1 +

√
−5)(1 −

√
−5) in Z[

√
−5]. We will show in Example 7.24 that the four elements

3, 2, (1 +
√
−5), (1 −

√
−5) really are irreducible in Z[

√
−5], a result that acquires some

knowledge about number fields. Note that it is not sufficient that 6 has to seemingly different
factorization, for example 12 = 3 × 4 = 6 × 2 is two seemingly different factorizations of
the element 12 ∈ Z. This however is not two different factorizations of 12 into irreducibles,
since they are just different ways of writing the unique factorization 12 = 3 × 2 × 2. As
already mentioned, we will show in Example 7.24 that 2 is irreducible in Z[

√
−5]. Note

that 2 divides 6 = (1 +
√
−5)(1 −

√
−5), but is not a factor of (1 ±

√
−5). Hence 2 is an

irreducible element which is not prime in Z. In fact, the failure of irreducible elements to
be prime is the reason for the failure of unique factorization in Noetherian domains.

Proposition 3.16. A Noetherian domain D is a unique factorization domain if and only
if every irreducible element in D is prime

Proof. If D is a UFD then every irreducible element in D is prime by Proposition 2.28.
Conversely, let x ∈ D and let x =

∏m
i=1 pi =

∏n
j=1 qi, for m ≤ n, be two factorizations of x

into a product of irreducibles. Since p1 is prime, p1 divides qi for some i, wlofg assume i = 1.
Since q1 is irreducible this implies that q1 is an associate of p1. We will proceed by induction
on m, since p1 and q1 are associates we may cancel p1 to obtain

∏m
i=2 pi =

∏n
j=2 uqi for u

a unit in D. By induction m− 1 = n− 1 and we may rearrange such that pi is an associate
of qi.

Now is the right time to note that neither the factorization of elements in a Noetherian
domain nor the primary decomposition of ideals in a Noetherian ring (nor a domain) is
unique. Theorem 3.13 only states that there exist at least one decomposition of every ideal
into a finite intersection of primary ideals and, in fact, there are in general many such
decompositions. The following example illustrates this. Let R = K[x, y], for K a field (the
result that this ring is Noetherian is called Hilbert Basis Theorem and will not be proven in
this text, for a proof of this result see for example [1, Theorem 7.5]). Let I = (x2, xy). Two
different primary decompositions of I are given by (x2, xy) = (x)

⋂
(x, y)2 and (x2, xy) =

(x)
⋂

(x2, y). It might help to write (x, y)2 = (x2, xy, y2) to see that (x2, xy, y2)
⋂

(x) is really
the ideal (x2, xy). To see that the ideals occurring in the two decompositions are actually
primary ideals, note that K[x, y]/(x, y) ∼= K which is a field and K[x, y]/(x) ∼= K[y] which
is a domain. Hence (x, y) is a maximal ideal and (x) is a prime (and hence primary) ideal.
Since (x, y) = rad(x2, y) = rad((x, y)2) we may conclude (by Proposition 3.6) that the ideals
occurring in the two different decompositions of I are really primary ideals. This gives us
two different primary decompositions of (x2, xy) in K[x, y].
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Example 3.17. A primary ideal does not need to be irreducible. Consider the ideal (x, y)2

in the ring K[x, y], we have that (x, y)2 = (x2, xy, y2)) = (x2, y) ∩ (x, y2).

Example 3.18. Let R = K[x, y] and I = (x2, xy) as above, then there are even more
primary decompositions of I. Actually, for every a ∈ K we have that (x)

⋂
(x2, y − ax) is a

primary decomposition of I. To prove this, we will first show that (x2, xy) = (x2, xy− ax2)
for all a ∈ K. The elements in (x2, yx) are of the form g(x, y)x2 + f(x, y)yx for some
g(x, y), f(x, y) ∈ K[x, y]. For any a ∈ K we may write this as (g(x, y) + af(x, y))x2 +
f(x, y)(yx− ax2), hence (x2, xy) ⊆ (x2, xy− ax2). A similar argument shows that (x2, xy−
ax2) ⊆ (x2, xy), hence the two ideals are the same. We may therefor search for a primary
decomposition of (x2, yx − ax2). We have that (x2, yx − ax2) = (x2, x(y − ax)) = (x2, y −
ax)

⋂
(x). For K infinite, for example K = Q, there are therefore infinite many primary

decompositions of I. [3][Section 4.7, exercise 6]

The examples above shows that a primary decomposition of an ideal I in a Noetherian
ring R can not be expected to be unique. Therefore it may seam like we have not reached
much further in our search for an alternative to unique factorization in these rings. But our
work has not been in vain, because as we will see, the primary decomposition of an ideal
I, after being slightly modified, will have some "uniqueness properties". This will be the
subject of the next two sections.

4 The first uniqueness theorem

4.1 Associated primes
In this section we will associate a uniquely determined set of prime ideals to any ideal I
of R. The set of primes which we associate to I in this certain way will be called the
associated primes of I and will be denoted Ass(I). In the first uniqueness theorem 4.7 we
will show that for a primary decomposition fulfilling certain conditions (see Definition 4.5)
the radicals of the primary ideals occurring in the primary decomposition of I equal the set
Ass(I). Hence the prime ideals related to a primary decomposition in this way are always
the same. Our first step towards this result will be to define the set of associated primes of
an ideal I.

Definition 4.1. Let I be an ideal of a ring R. The set of associated primes of I denoted
Ass(I) is the set of prime ideals occurring in the set of ideals (I : x), x ∈ R.

The definition of associated primes of an ideal I differ between authors. In [1] the set
of associated primes of an ideal is introduced after the first uniqueness theorem. The set
of associated primes as defined there is proven to be equal to the set we have chosen above
in a much later section of the same book [1][Proposition 7.17]. In [9], associated primes are
defined in the context of modules, the following lemma gives another way of thinking about
the set Ass(I).

Lemma 4.2. Let π : R→ R/I be the natural projection of R by I. The elements of Ass(I)
are in one to one correspondence with the prime ideals P ∈ R/I such that P = ann(x),
x ∈ R/I. The correspondence is the natural one P → π(P ), P → π−1(P ).

Proof. It is clear that there is a one to one correspondence between the ideals of R/I and
the ideals of R which contain I and that this correspondence preserves prime ideals. Let
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P be prime in R/I. Let π be the natural projection of R by I. If P = (0 : x), then
π−1(P ) = {r ∈ R : (r + I)(x + I) = I} = (I : x). Choose any other representative of
r say r′, then r − r′ ∈ I and hence rx ∈ I ⇔ r′x ∈ I, hence r′ ∈ (I : x). Choose any
other representative of x say x′, then x − x′ ∈ I and hence rx ∈ I ⇔ rx′ ∈ I, hence
(I : x) = (I : x′). Conversely if (I : x) = P is prime, then π(P ) is prime in R/I. And
π(P ) = {r + I : (r + I)(x+ I) = I} = (0 : x). If (I : x) = (I : y) then rx ∈ I ↔ ry ∈ I and
hence (r + I)(x+ I) = I if and only if (r + I)(y + I) = I, hence (0 : x) = (0 : y).

Our definition of the associated primes of I is equivalent to the way that the set Ass(R/I)
has been defined in [9]. There they consider R/I as an R-module and the set Ass(R/I) to
be the set of primes P ∈ R such that P = ann(x), for some x ∈ R/I. After reading about
modules in Section 6 it will be easy for the reader to verify that P ∈ Ass(R/I)[9] if and only
if P is prime and P = {r ∈ R : r(x+ I) = I} = (I : x), for some x ∈ R. Where Ass(R/I)[9]
denotes the definition given in [9] as described above. Therefore, considering R/I as a
R-module, we have that Ass(I) is the set of prime ideals P ⊂ R such that P = ann(x)
for some x ∈ R/I and our definition of the set Ass(I) corresponds to the set Ass(R/I) as
defined in [9].

4.2 The first uniqueness theorem
Let R be a Noetherian ring and let I be an ideal of R. By Theorem 3.13 the ideal I has a
primary decomposition. We will now examine which uniqueness properties there are.

Definition 4.3. Let R be a Noetherian ring and I an ideal of R. We say that the primary
decomposition I =

⋂n
i=1Qi is irredundant if: i) the primes rad(Qi) are all distinct, and ii)

we have
⋂
j 6=iQj * Qi, 1 ≤ i ≤ n.

We will see that a given primary decomposition may easily be reduced to an irredundant
primary decomposition. First we will need the following lemma:

Lemma 4.4. Let Qi be P -primary, for 1 ≤ i ≤ n. Then Q =
⋂n
i=1Qi is a P -primary ideal.

Proof. By Proposition 2.23 we have that rad(Q) = rad(
⋂m
i=1Qi) =

⋂m
i=1(rad(Qi)) = P .

We will now prove that Q is primary. Let ab ∈ Q, a /∈ Q. Then ab ∈ Qi, 1 ≤ i ≤ n and for
some i ∈ {1, 2, · · · , n} we have that a /∈ Qi. Since ab ∈ Qi, a /∈ Qi, where Qi is a P -primary
ideal, this implies that b ∈ P . Since rad(Q) = P it follows that bn ∈ Q for some n ∈ N.
[1][Lemma 4.3]

Lemma 4.5. Any primary decomposition of an ideal I may be reduced to an irredundant
primary decomposition.

Proof. By Lemma 4.4 we may achieve i) by replacing all P -primary ideals with their inter-
section. Thereafter we may achieve ii) by simply removing superfluous terms one after the
other. I.e. if

⋂
j 6=iQj ⊆ Qi then

⋂
j 6=iQj ∩Qi =

⋂
j 6=iQj and hence Qi is superfluous.

Lemma 4.6. Let Q be a P -primary ideal of the ring R.
i) If x ∈ Q then (Q : x) = R, ii) If x /∈ Q then rad(Q : x) = P

Proof. i) is immediate. ii) Consider x /∈ Q. Let y ∈ (Q : x). Then yx ∈ Q and hence
since x /∈ Q this implies that y ∈ P since Q is primary. Consequently (Q : x) ⊆ P . Since
Q ⊆ (Q : x) by definition we have the following containment: Q ⊆ (Q : x) ⊆ P taking
radicals shows that rad(Q : x) = P . [1][Lemma 4.4]
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Theorem 4.7. The first uniqueness theorem. Let I be an ideal of a Noetherian ring R. Let
I =

⋂n
i=1Qi be an irredundant primary decomposition of I. Let Pi = rad(Qi), 1 ≤ i ≤ n.

Then {P1, P2, · · · , Pn} = Ass(I) and hence independent of the particular decomposition of
I.

Proof. We will first show that the prime ideals that occur in the set of ideals rad(I : x),
(x ∈ R) are the set {P1, P2, ..., Pn}. We will then prove that the prime ideals in the set of
ideals rad(I : x) are the same as the prime ideals occurring in the set of ideals (I : x).

1. For any x ∈ R we have (by Lemma 3.9 and Lemma 2.23) that rad(I : x) =
rad(

⋂n
i=1Qi : x) = rad(

⋂n
i=1(Qi : x)) =

⋂n
i=1 rad(Qi : x). Combining the two cases

described in Lemma 4.6, we have that
⋂n
i=1 rad(Qi : x) =

⋂
x/∈Qi rad(Qi : x) =

⋂
x/∈Qi Pi.

If rad(I : x) is a prime ideal P , then P =
⋂
x/∈Qi Pi. By Proposition 2.11 this implies that

P = Pi for some i, 1 ≤ i ≤ n. Therefore each prime ideal occurring in the set of ideals
rad(I : x), (x ∈ R) is one of the Pis. Conversely, we will show that every Pi is of the
form rad(I : x) for some x ∈ R. Since the decomposition of I is irredundant, we have that⋂
j 6=iQj * Qi for all i, 1 ≤ i ≤ n. Therefore there exists xi ∈

⋂
j 6=iQj such that xi /∈ Qi

and hence rad(I : xi) = Pi.

2. By passing to R/I and using the correspondence developed in Lemma 4.2, we may
assume that I = 0. Using this extra assumption, we will prove that if 0 =

⋂n
i=1Qi is an

irredundant primary decomposition of the zero ideal where Qi is Pi-primary then Ass(0) =
{P1, P2, ..., Pn}. If (0 : x) is a prime ideal P then rad(0 : x) = P and hence by part 1, P is
one of the Pis. Conversely, we will show that there exists xi ∈ R such that (0 : xi) = Pi,
1 ≤ i ≤ n. Let Ii =

⋂
i 6=j Qi. For any xi 6= 0 ∈ Ii the discussion in part 1 of this proof

shows that rad(0 : xi) = Pi, hence (0 : xi) ⊆ Pi for any such xi. Conversely, since Qi
is Pi-primary there exists m ∈ N (by Proposition 3.11) such that Pmi ⊆ Qi. Hence the
following containment holds: Pmi Ii ⊆ Pmi

⋂
Ii ⊆ Qi

⋂
Ii = 0. We conclude that Pmi Ii = 0.

Let m be the smallest integer for which this equality holds. Let xi 6= 0 ∈ Pm−1i Ii, for such
an xi we have that Pixi = 0. Therefore Pi ⊆ ann(xi), note that xi ⊆ Ii and hence there
exists xi ∈ R such that (0 : xi) = Pi, 1 ≤ i ≤ n. Therefore the prime ideals in the set of
ideals rad(I : x) are the same as the prime ideals in the set of ideals (I : x), (x ∈ R). We
conclude that Ass(I) = {P1, P2, ..., Pn}.

Our proof of the first uniqueness theorem follows the arguments given in [1][Theorem 4.5,
Proposition 7.17], where part 1 of the given proof corresponds to [1][Theorem 4.5] and part
2 corresponds to [1][Proposition 7.17]. Note that part one of the proof is sufficient to prove
that the set of primes {P1, P2, ..., Pn} as described in the theorem is uniquely determined
by I, since the set treated in 1 does not depend on the given primary decomposition of I.
The reason for including part 2 of the theorem is that the theorem then corresponds to the
first uniqueness theorem as stated in for example [9], see [9][Section 7.12, 1st uniqueness
theorem].

Definition 4.8. We say that an ideal Ii in R is a minimal element of the set Σ = {I1, I2, ....}
of ideals of R, if for any ideal Ij in Σ such that Ij ⊆ Ii, we have that Ij = Ii. If Pi is a
minimal element of the set Ass(I) = {P1, P2, ..., Pn} then Pi is said to be a minimal prime
of I, otherwise Pi is said to be an embedded prime of I.

Lemma 4.9. Let I =
⋂n
i=1Qi be an irredundant primary decomposition of I. Let Ass(I) =

{P1, P2, · · · , Pn}. Let P be a prime ideal in R, then P contains I if and only if Pi ⊆ P for
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at least one i ∈ {1, 2, · · · , n}. Hence there are only finitely many minimal primes among the
primes which contain I and all of these occur as minimal primes of the set {P1, P2, · · · , Pn}.

Proof. Assume that Pi ⊆ P for some i. We have that I ⊆ rad(I) =
⋂n
i=1 Pi, hence I ⊆ Pi,

(1 ≤ i ≤ n), therefore I ⊆ P . Conversely, let I ⊆ P then
⋂n
i=1Qi ⊆ P . We will prove

that this implies that
⋂n
i=1 Pi ⊆ P . Assume the contrary, let x ∈ (

⋂n
i=1 Pi)− P . For some

large enough integer m ∈ N, xm ∈
⋂n
i=1Qi ⊆ P . This contradicts the assumption that P is

prime. Consequently,
⋂n
i=1 Pi ⊆ P , by Proposition 2.11 this implies that Pi ⊆ P for some

i.

Example 4.10. Let R = K[x, y] and let I = (x2, xy) as in Example 3.18. We have
seen that (x2, xy) = (x2, y − ax)

⋂
(x) for any a ∈ K. The associated primes of I are

rad(x2, y − ax) = (x, y) and rad(x) = (x). In this example (x) ⊆ (x, y). Therefore (x)
is a minimal prime of the primary decomposition and (x, y) is an embedded prime of the
primary decomposition.

5 The second uniqueness theorem
In the previous sections we gave examples to show that an irredundant primary decomposi-
tion of an ideal I in a Noetherian ring R, I =

⋂n
i=1Qi is not uniquely determined. I.e. the

primary ideals Qi, 1 ≤ i ≤ n are in general not unique. However, we did show in Theorem
4.7 that the set of associated primes of I is equal to the set {rad(Qi), 1 ≤ i ≤ n} and hence
that this set of prime ideals is independent of the chosen decomposition. In this section
we will go further and prove that some of the primary ideals Qi occurring in a primary
decomposition of I actually are uniquely determined and hence have to occur in any pri-
mary decomposition of I. These are the Pi-primary ideals for which the prime ideal Pi is a
minimal prime of I.

To prove this result we will consider a bigger ring RPi , which we construct from R by
adjoining inverses to some of the elements of R. The construction of this ring is very similar
to the construction of the field of fractions when R is an integral domain. In both cases we are
creating inverses for some elements in the ring R. The difference to the latter construction
being that we don’t necessary want to create inverses for every non-zero element and that
we don’t assume the ring R to be a domain. For these two reasons we generally don’t end
up with a field but instead a ring, called a ring of fractions.

5.1 Ring of fractions
I assume that the reader is familiar with the construction of the field of fractions for an
integral domain D as the quotient D ×D∗/ ∼, where D∗ is the set of non zero elements of
D and ∼ denotes the equivalence relation (a, b) ∼ (c, d) iff ad− bc = 0. To prove that ∼ is
transitive the assumption that D is a domain is used for cancellation. Hence, we will have
to do some slight modifications when considering an arbitrary ring R.

Definition 5.1. A multiplicative set S of R is a subset of R such that 1 ∈ S and S is closed
under multiplication. Further, we will follow the convention and assume that 0 /∈ S.

Let R be a ring and let S be a multiplicative set. Define the relation∼ on R×S by (a, b) ∼
(c, d) if and only if there exists s ∈ S such that s(ad − bc) = 0. Then ∼ is an equivalence
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relation. We will leave the proof that ∼ is reflexive and symmetric to the reader and only
show transitivity. Let (a, s) ∼ (b, t) and (b, t) ∼ (c, u) then there exists v, w ∈ S such that
v(at−sb) = 0 and w(bu−ct) = 0. Therefore vwt(au−cs) = vuw(at−bs)+wsv(bu−ct) = 0.
Since vwt ∈ S this shows that (a, s) ∼ (c, u).

We usually write a
s to denote the equivalence class (a, s). As in the case of the domain

D we may induce a ring structure on the set S−1R = R× S/ ∼ given by:

a

s
+
b

t
=
at+ bs

st
,

a

s

b

t
=
ab

st

Both + and × are independent of representatives and hence the operations stated above
are well-defined. Furthermore S−1R is a ring under these two operations. We will not show
any of these results here, since we assume that the reader has seen very similar verifications
when considering the field of fractions of a domain.

Example 5.2. Let R be a ring and S be the set R − P for a prime ideal P of R. By
definition of prime ideals S is a multiplicative set. We denote S−1R by RP .

5.2 Extended and contracted ideals
The results in this section mainly correspond to [1][Proposition 3.11]. Let Φ : R → R′ be
any ring homomorphism. Let J be any ideal of R′, the set Φ−1(J) = {r ∈ R : Φ(r) ∈ J}
is always an ideal of R, called the contraction of J , denoted Jc. If J is a prime ideal of R′
then Jc is easily seen to be prime in R. Consider the set Φ(I) for an ideal I of R, in general
Φ(I) is not an ideal of R′. Let y = Φ(x) ∈ Φ(I) and r′ ∈ R′, consider the product yr′, this
product may not be an element in Φ(I). If however Φ is an epimorphism, then r′ = Φ(r)
for some r ∈ R and hence yr′ = Φ(x)Φ(r) = Φ(xr) which by the ideal property of I is in
Φ(I). With this motivation it is easy to see that the smallest ideal in R′ which contains the
set Φ(I) is the ideal generated by the same set. I.e. the set of all finite sums

∑
i Φ(xi)r

′
i

where xi ∈ I, r′i ∈ R′. This ideal is called the extension of I and is denoted by Ie. Hence,
for any epimorphism Ie = Φ(I).

In general we can factor Φ as follows, R ρ→ Φ(R)
i→ R′. For ρ the situation is easy, we

know that there is a one to one correspondence between the ideals of R witch contain ker(Φ)
and the ideals of Φ(R). In particular, under this correspondence prime ideals correspond to
prime ideals. For the embedding i the situation is more complicated. To give an example,
consider R = Q[x], I = (x2 − 3), R′ = R[x] and Φ the embedding of Q[x] into R[x]. We
have that I is prime in Q[x] but Ie is not prime in R[x].

Lemma 5.3. Let Φ : R → R′ be a ring homomorphism. Let I, I1, I2 be ideals of R and
J, J1, J2 be ideals of R′, then:

i) I ⊆ Iec, J ⊇ Jce and Ie = Iece, Jc = Jcec

ii) (I1
⋂
I2)e ⊆ Ie1

⋂
Ie2 and (J1

⋂
J2)c = Jc1

⋂
Jc2

iii) (I1I2)e = Ie1I
e
2 and (J1J2)c ⊇ Jc1Jc2

iiii) (rad(I))e ⊆ rad(Ie) and (rad(J))c = rad(Jc)
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Proof. i) I ⊆ Iec, J ⊇ Jce follows from the definition. Considering the set Ie and the
set Iece, I ⊆ Iec implies that Ie ⊆ Iece. In the same manner J ⊇ Jce implies that
Jcec ⊆ Jc. For the other direction J ⊇ Jce implies that Ie ⊇ Iece and I ⊆ Iec im-
plies that Jc ⊆ Jcec. ii) (I1

⋂
I2)e ⊆ Ie1

⋂
Ie2 is immediate. Let x ∈ (J1

⋂
J2)c, then

Φ(x) ∈ J1
⋂
J2, hence x ∈ Jc1

⋂
Jc2 . Conversely, let x ∈ Jc1

⋂
Jc2 , then Φ(x) ∈ J1

⋂
J2,

hence x ∈ (J1
⋂
J2)c. iii) Let y ∈ (I1I2)e. For x1 ∈ I1, x2 ∈ I2 and r′i ∈ R′ we have that

y =
∑
i Φ(x1ix2i)r

′
i =

∑
i Φ(x1i)Φ(x2i)r

′
i. It is clear that y ∈ Ie1Ie2 . Conversely, let y ∈ Ie1Ie2 ,

y =
∑
i r
′
1iΦ(x1i)Φ(x2i)r

′
2i =

∑
i r
′
1ir
′
2iΦ(x1ix2i), therefore y ∈ (I1I2)e. Let x ∈ Jc1Jc2 . For

some x1i ∈ Jc1 , x2i ∈ Jc2 we have that Φ(x) =
∑
i Φ(x1ix2i) =

∑
i Φ(x1i)Φ(x2i). There-

fore Φ(x) ∈ Jce1 J
ce
2 ⊆ J1J2, hence x ∈ (J1J2)c. iiii) Let y ∈ (rad(I))e. Choose m ∈ N,

xi ∈ rad(I) and r′ ∈ R′ such that y =
∑m
i=1 r

′
iΦ(xi). Then there exists ni ∈ N such

that xnii ∈ I, 1 ≤ i ≤ m. Set k = 1 +
∑m
i=1(ni − 1). Then yk = (

∑m
i=1 r

′
iΦ(xi))

k =∑
r′k1,k2,...,kmΦ(xk11 )Φ(xk22 )...Φ(xkmm ) , where the sum ranges over all possible combinations

ki such that k1 + k2 + · · ·+ km = k and where r′k1,k2,...,km ∈ R
′. By construction ki ≥ ni for

some i, hence for such an i we have that xkii ∈ I. Therefore yk ∈ Ie and hence y ∈ rad(Ie).
Let x ∈ (rad(J))c. We have Φ(x) ∈ rad(J) ⇒ (Φ(x))n ∈ J , for some n ∈ N. Since
(Φ(x))n = Φ(xn) we have that xn ∈ Jc hence x ∈ rad(Jc). Conversely, let x ∈ rad(Jc).
Then there exists m ∈ N such that xm ∈ Jc which implies that (Φ(x))m ∈ J , hence
(Φ(x)) ∈ rad(J). Therefore x ∈ (rad(J))c. [1][Exercise 1.18]

Let Φ : R → S−1R be given by Φ(r) = r
1 . Then Φ is clearly a homomorphism. For

the rest of this section we will consider this homomorphism and examine the relationship
between the ideals I, Jc of R and the ideals Ie, J of S−1R. We will come to the conclusion,
that even though there is no one to one correspondence between the general ideals of these
rings, there is such a correspondence if we restrict our attention to a certain subset of ideals.
In particular, there is a one to one correspondence between the prime ideals which do not
meet S in R and the prime ideals in S−1R, given by P ↔ P e. Note that for Φ defined as
above and for an ideal I of R, we have that Ie = S−1I. This can be seen as follows, let
x ∈ Ie for ai ∈ I, r′ ∈ S−1R, ri ∈ R and si ∈ S, we have that:

x =

n∑
i=1

Φ(ai)r
′
i =

n∑
i=1

ai
1

ri
si

=
1

s1s2 . . . sn

n∑
i=1

s1s2 . . . sn
si

airi

for some n ∈ N. It is clear that the last sum is in I hence x = a
s for some a ∈ I, s ∈ S. The

reverse inclusion is immediate. We will use the notation S−1I and Ie interchangeably.

Lemma 5.4. Let R be a ring and let S be a multiplicative set. i) For any ideal I of R with
I
⋂
S 6= ∅ we have that Ie = S−1R. ii) Every ideal J of S−1R is equal to Ie for some ideal

I of R which does not meet S; conversely, for every proper ideal I of R that does not meet
S, Ie is a proper ideal of S−1R.

Proof. i) Let x ∈ I
⋂
S then x

1 ∈ I
e, since x ∈ S by assumption this is a unit in S−1R. ii)

Let I be an ideal of R which does not meet S. By definition Ie is an ideal in S−1R. It is
clear that Ie = S−1I 6= S−1R since it does not contain any units of S−1R. Conversely, let
J be any ideal of S−1R, if xs ∈ J , then

x
1 ∈ J , therefore x ∈ J

c. This shows that x
s ∈ J

ce,
hence J ⊆ Jce. By Lemma 5.3 it is always true that J ⊇ Jce. Hence J = Jce. Since Jc = I
for some ideal I of R we have that J = S−1I.

Example 5.5. Consider the ring RP , the elements p
s for p ∈ P form the ideal P e in RP .

By the previous proposition, it is clear that any ideal in RP has to be of the form Ie for
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some ideal I contained in P . It is easy to see that Ie ⊆ P e for all such I. Hence the ideal
P e is the only maximal ideal of RP . We say that a ring with only one maximal ideal is a
local ring. The process of passing R to RP is called localization.

Proposition 5.6. Let I be an ideal of R and let J be an ideal of S−1R, then i) Jce = J ,
and ii) Iec =

⋃
s∈S(I : s)

Proof. i) Follows directly from the proof of Lemma 5.4. To prove ii) note that for any ideal
I of R, we have that x ∈ Iec = (S−1I)c iff x

1 = a
s for some s ∈ S and some a ∈ I. That

is, there exists t ∈ S such that t(sx − a) = 0. Since 0 ∈ I and at ∈ I by construction, this
implies that s′x ∈ I, for s′ = st ∈ S. Therefore x ∈

⋃
s∈S(I : s). Conversely, if sx ∈ I for

some s ∈ S then sx
s ∈ I

e and hence x ∈ Iec.

Consider two ideals I1 and I2 of R which do not meet S. In general it is false that
S−1I1 = S−1I2 in S−1R implies that I1 = I2 in R. For example, consider the ring R = Q[x]
and the irreducible ideal P = (x2 − 2). Let S−1R be the localization of R by P . Consider
the ideal I = (x− 9)(x2 − 2) in R. We have that I ( P . Since (x− 9) is in S, we have that
S−1(x−9) = S−1R. By Lemma 5.3 iii), we have that ((x−9)(x2−2))e = (x−9)e(x2−2)e =
S−1RS−1P = S−1P . We conclude that we have found ideals P 6= I that do not meet S such
that S−1I = S−1P . Hence there is no one to one correspondence between general ideals of
R that doesn’t meet S and the ideals of S−1R, but as stated in the beginning of this section,
we will show that such a correspondence exists for ideals of R with certain properties (5.7)
and especially for primary and prime ideals (5.10).

Corollary 5.7. Let M be the set of ideals M = {I ⊂ R − S : Iec = I}, then there is a one
to one correspondence (I ↔ Ie) between the elements of M and the ideals of S−1R.

Proof. First note that by Lemma 5.4 we have that every ideal in S−1R is equal to Ie = Iece

for some ideal I of R that doesn’t meet S, hence equal to (Iec)e. It is easy to see that Iec
is an element of M . Secondly, let I be an ideal in M with Ie = I ′e for some ideal I ′ 6= I in
R. Then we must have that Iec = I ′ec. Since I is in M we have that I = Iec = I ′ec. By
assumption I ′ 6= I, hence I ′ 6= I ′ec and therefor I ′ /∈M .

Example 5.8. Let Q be a P -primary ideal of R, we will show that Qec = Q if P
⋂
S = ∅.

For a primary ideal Q, rs ∈ Q, s /∈ P implies that r ∈ Q since if r /∈ Q this would
imply (since Q is primary) that sn ∈ Q, contradicting the assumption on P . Hence Qec =⋃
s∈S(Q : s) ⊆ Q, by Lemma 5.3 Q ⊆ Qec and therefore Qec = Q in this case.

Proposition 5.9. S−1 commutes with the formation of intersections, radicals and products.

Proof. i) By Lemma 5.3 we only need to prove that S−1I1
⋂
S−1I2 ⊆ S−1(I1

⋂
I2). Let

x ∈ S−1I1
⋂
S−1I2. Then x = a

s = b
t for a ∈ I1, b ∈ I2, s, t ∈ S. Hence there exists u ∈ S

such that u(at−sb) = 0 and therefore uat = usb = w. Consequently, x = w
stu ∈ S

−1(I1
⋂
I2).

ii) By Lemma 5.3 we only need to prove that rad(S−1I) ⊆ S−1(rad(I)). Let x = xi
si
∈

rad(S−1I). For some n ∈ N we have that xn =
xni
sni
∈ S−1I. This implies that xni

1 ∈ S
−1I,

hence xni ∈ Iec. By Proposition 5.6 there exists s ∈ S such that xni s ∈ I. Therefore xni sn ∈ I,
hence xis ∈ rad(I). Considering S−1(rad(I)) we have that: xis

ssi
= xi

si
= x ∈ S−1(rad(I)).

iii) follows from Lemma 5.3

Corollary 5.10. Let Q be a P -primary ideal of R. If P
⋂
S 6= ∅ then S−1Q = S−1R. If

P
⋂
S = ∅ then S−1P is a prime ideal of S−1R, furthermore S−1Q is a S−1P -primary ideal

of S−1R.
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Proof. If S
⋂
P 6= ∅, we may choose s ∈ S

⋂
P and n ∈ N such that sn ∈ S

⋂
Q, therefore

Q
⋂
S 6= ∅. By Lemma 5.4 this implies that S−1Q = S−1R. Assume that S

⋂
P = ∅, we

will first prove that S−1P is prime. Let x
s
y
t ∈ S

−1P , then xy ∈ P ec. By Example 5.8 we
have that P ec = P . Since P is prime by assumption either x ∈ P or y ∈ P . Consequently
x
s or y

t belongs to S−1P . We conclude that S−1P is in this case prime. By Proposition
5.9 we have that rad(S−1Q) = S−1rad(Q) = S−1P . Let xy

st ∈ S
−1Q and x

s /∈ S−1Q, then
xy ∈ Qec = Q and x /∈ Q by Example 5.8. Therefore y ∈ P and hence y

t ∈ S
−1P . Showing

that S−1Q is primary.[1][Proposition 4.8]

5.3 The second uniqueness theorem
Given a primary decomposition of an ideal I in a Noetherian ring R we will consider the
ideal S−1I in the ring S−1R and a corresponding primary decomposition in this ring. In
this fashion we will find that the primary ideals Qi corresponding to minimal prime ideals
Pi of I are uniquely determined.

Theorem 5.11. Let R be a Noetherian ring, and let S be a multiplicative set. Let I =⋂n
i=1Qi be an irredundant primary decomposition of an ideal I of R, with Pi = rad(Qi).

Renumber the Qis such that S
⋂
Pi = ∅ for 1 ≤ i ≤ m and S

⋂
Pj 6= ∅ for m < j ≤ n.

Then:

i) S−1I =

m⋂
i=1

S−1Qi and ii) (S−1I)c =

m⋂
i=1

Qi

Proof. i) follows from Proposition 5.9 and Corollary 5.10. ii) We have that (S−1I)c =
(
⋂m
i=1 S

−1Qi)
c =

⋂m
i=1(S−1Qi)

c by Proposition 5.9 and Lemma 5.3. By Example 5.8 we
have that (S−1Qi)

c = Qi. [1][Proposition 4.9]

Corollary 5.12. The Second Uniqueness Theorem. Let I =
⋂n
i=1Qi be an irredundant

primary decomposition of I with rad(Qi) = Pi for 1 ≤ i ≤ n. Suppose that Pi is an minimal
element of {P1, P2, .., Pn}. Let S be the multiplicative set R− Pi, Then:

Qi = (S−1I)c

In particular, Qi is uniquely determined by I and Pi

Proof. Since Pi is minimal there is no j 6= i such that Pj is contained in Pi and hence
S
⋂
Pj 6= ∅ for all j 6= i and hence (S−1I)c = Qi by Theorem 5.11. [9][Section 7.13, 2nd

uniqueness theorem]

Example 5.13. Consider the ideal (x2y, y2x) in K[x, y]. One irredundant primary de-
composition is (x2y, y2x) = (x)

⋂
(y)

⋂
(x2, y2). The associated primes are {(x), (y), (x, y)},

we have that (x) and (y) are minimal prime ideals and that (x, y) is an embedded prime
ideal. Note that the fact that (x), (y) are minimal implies that the corresponding primary
ideals (in this special case the same ideals) are uniquely determined and hence have to be
a part of any primary decomposition of (x2y, y2x). Furthermore, since the set of associ-
ated primes is uniquely determined any other primary decomposition of (x2y, y2x) has to
include a third component that is (x, y)-primary. Note that any ideal I with rad(I) = (x, y)
is primary by Proposition 3.6 since (x, y) is a maximal ideal. Hence we may find an-
other irredundant primary decomposition by finding some ideal I with rad(I) = (x, y) and
I
⋂

(x)
⋂

(y) = (x2y, y2x), and every irredundant primary decomposition must be of exactly
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this form. As in Example 3.18 we have that (x2y, y2x) = (x2y − y2x, y2x). We find a
decomposition in the following way:

(x2y − y2x, y2x) = (xy(x− y), y2x) = (y)
⋂

(x)
⋂

(x− y, y2).

Since rad(x− y, y2) = (x− y, y) = (x, y), this is really a primary decomposition.

6 Modules
Definition 6.1. Let R be a commutative ring (as always). A R-module M is an abelian
group together with a mapping µ from R×M into M satisfying the following properties:

i) µ(r, x+ y) = µ(r, x) + µ(r, y)

ii) µ(r + s, x) = µ(r, x) + µ(s, x)

iii) µ(rs, x) = µ(r, µ(s, x))

iiii) µ(1, x) = x

We often write rx for µ(r, x).

Definition 6.2. A subset N of a R-module M is a submodule of M if N is a subgroup of
M that is closed under multiplication by R.

The concept of modules generalizes many familiar concepts, here are some examples:

Example 6.3. Any ring R is a module over itself. Furthermore any ideal I of R is a
submodule of R since an ideal by definition is an abelian subgroup of R closed under mul-
tiplication by R. Conversely, every submodule of the module R over itself is an ideal of
R.

Example 6.4. For R a field a R-module is a R-vector space. In this sense modules are a
generalization of vector spaces, that allow the "scalars" to come from an arbitrary ring and
not only a field.

Example 6.5. Let G be an abelian group. Define µ : Z×G→ G as µ(n, g) = g+g+ · · ·+g
(n times), it is easy to see that µ fulfills i)-iiii) in definition 6.1, hence every abelian group
is a Z-module.

Definition 6.6. Let E be an indexing set. A setX = {xi} for i ∈ E is a set of generators for
the R-module M if M =

∑
i∈E Rxi. This means that every element of M can be expressed

as a finite linear combination of elements in R and elements in X. A finitely generated
module is a module with a finite set of generators.

Most of the operations defined in 2.1 have their counterparts for modules. Let M be
a R-module and let Ni be a family of submodules in M . Then

∑
iNi is the submodule

consisting of all elements x ∈ M which are finite sums
∑
i xi where xi ∈ Ni. Generally

we cannot define the product of two submodules of M . If I however is an ideal in R we
can define the product IM as all finite sums

∑
i aixi, where ai ∈ I and xi ∈ M . This is a

submodule of M .
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6.1 Noetherian modules
Similarly to definition 3.10 we define a Noetherian module in the following way:

Definition 6.7. A Noetherian R-module M is a module satisfying the following three
equivalent conditions:

i) The ascending chain condition. Whenever

N1 ⊆ N2 ⊆ ... ⊆ Nm ⊆ ...

is an increasing sequence of submodules of M there exists r ∈ N such that Nn = Nr whenever
n ≥ r.
ii) Maximal condition. Every non-empty collection of submodules of M has a maximal
element under inclusion.

iii) Every submodule of M is finitely generated.

We will now prove the equivalence of i), ii), iii) and hence as a consequence prove the
equivalence of the conditions in Definition 3.10. Assume that i) holds, we will prove ii). Let
Σ be any non-empty collection of submodules of M . Choose Ni ∈ Σ. If Ni is a maximal
element of Σ we are done. Assume Ni is not maximal, then there exists Ni+1 ∈ Σ such
that Ni ⊂ Ni+1. Assume that Σ doesn’t have any maximal element, then for each m ∈ N
we have a proper containment Ni+m ⊂ Ni+m+1 of submodules of M , this contradicts i).
Hence Σ has a maximal element. Now, assume that ii) holds, we will prove iii). Let N
be any submodule of M . Let Σ be the collection of all finitely generated submodules of
N . Σ is non-empty since the zero module is contained in any submodule N and is finitely
generated, hence by ii) Σ contains a maximal element say N ′. If N = N ′ we are done.
Assume N 6= N ′. Let y ∈ N − N ′. Consider the submodule Ry + N ′, by assumption N ′
is finitely generated and Ry is obviously finitely generated by y, this shows that Ry + N ′

is finitely generated. Since Ry + N ′ by construction is a submodule of N which properly
contains N ′ this contradicts the maximality of N ′. We conclude that N −N ′ is empty and
that N = N ′, hence N is finitely generated. Finally, assume that iii) holds, we will prove
i). Let N1 ⊆ N2 ⊆ ... ⊆ Nm ⊆ ... be an infinite increasing sequence of submodules of M .
Let N =

⋃∞
i=1Ni. Obviously N is a submodule of M and therefore by iii), N is finitely

generated. Let {xi}ni=1 be a minimal set of generators of N . Let Nji be a submodule in the
chain above such that xi ∈ Nji for 1 ≤ i ≤ n . Let m = max{j1, j2, ..., jn}, that is, m is the
maximal index for which the generators of N is contained. We conclude that {xi}ni=1 ⊆ Nm
by construction and hence N ⊆ Nm, hence N = Nm = Nk for all k ≥ m. This proves i).
[4][Section 12.1, Theorem 1].

Note that not every finitely generated module is Noetherian, in particular every sub-
module of a finitely generated module doesn’t need to be finitely generated. Consider the
ring R = K[x1, x2, . . . ] discussed in example 2.29 as a module over itself. It is finitely
generated as a R-module with generator 1, but the ideal consisting of all polynomials with
zero constant term is not finitely generated, since any finite set of elements in I could only
span a subset of polynomials in finitely many variables, since each polynomial only has
finitely many non-zero coefficients. As a consequence of iii) in Definition 6.7 the converse
is always true, i.e. a Noetherian module is always finitely generated. Proposition 6.8 gives
the sufficient conditions for a finitely generated module to be Noetherian.
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Proposition 6.8. If M is a finitely generated R-module over a Noetherian ring R then M
is a Noetherian module.

Proof. Let N be a submodule of M , we will show that N is finitely generated and hence
that M is Noetherian. Since M is finitely generated it has a finite set of generators say
{f1, f2, ..., ft} we will give a proof by induction on the number t of generators ofM . Consider
the case t = 1, say M is generated by f1. Consider the epimorphism Φ : R→M defined by
Φ(1) = f1. Consider the set Φ−1(N) = {r ∈ R : Φ(r) ∈ N} this is an ideal of R. Hence by
assumption on R it is finitely generated, say by {b1, b2, ..., bk}, hence {Φ(b1),Φ(b2), ..Φ(bk)}
is a set of generators of N . Consider the case t > 1 and the submodule Rf1 ⊂ M . Let
π be the natural projection π : M → M/Rf1, let N be the image of N under π. Now,
consider M/Rf1 as a R-module in the following way: define µ : R ×M/Rf1 → M/Rf1 by
µ(r, a+Rf1) = ra+Rf1, (addition is of course given by (a+Rf1)+(b+Rf1) = (a+b)+Rf1)
it is left to the reader to verify that these operations are well defined and that M/Rf1 is
indeed a R-module under the same. M/Rf1 is generated by t − 1 generators, hence by
the induction hypothesis the submodule N ∈ M/Rf1 is finitely generated. Since π is onto
we may assume that N is generated by {π(g1), π(g2), ..., π(gk)} for gi ∈ M , 1 ≤ i ≤ k.
For any x ∈ N we have that x = π(x) is a linear combination of the generators of N ,
say x = a1π(g1) + a2π(g2) + ... + akπ(gk) for ai ∈ R, 1 ≤ i ≤ k. Consider n = x −
(a1g1 + a2g2 + ...+ akgk) ∈M this is by construction an element of N

⋂
ker(π) = N

⋂
Rf1.

Since M
⋂
Rf1 is finitely generated by one element the submodule N

⋂
Rf1 ⊆ M

⋂
Rf1 is

finitely generated, by the case t = 1 already considered in the beginning of this proof. Let
{h1, h2, ..., hm} be a minimal set of generators of N

⋂
Rf1. Write the element n ∈ N

⋂
Rf1

as n = b1h1+b2h2+ ...+bmhm, for bi ∈ R. This shows that x = n+a1g1+a2g2+ ...+akgk =
b1h1 + b2h2 + ...+ bmhm + a1g1 + a2g2 + ...+ akgk, for bi, aj ∈ R, 1 ≤ i ≤ m and 1 ≤ j ≤ k.
In particular {h1, h2, ..., hm}

⋃
{g1, g2, ..., gm} is a set of generators of N . We conclude that

M is Noetherian. [5][Proposition 1.4]

It is important to note that in general the converse of Theorem 6.8 is not true. That is,
if the R-module M is Noetherian this doesn’t imply that R is. For example, consider the
zero module, which is clearly Noetherian over every ring R.

6.2 Primary decomposition in Noetherian modules
Definition 6.9. A submodule N of a R-module M is called primary if:

i) N is a proper submodule

ii) if for r ∈ R and e ∈M we have re ∈ N and e /∈ N , then this implies that rmM ⊆ N for
some m ∈ N

Theorem 6.10. Let M be a Noetherian R-module over a commutative ring R. Then any
proper submodule N of M has a primary decomposition; that is, N is a finite intersection of
primary submodules.

Proof. We will prove the theorem in two parts. We say that a submodule Ni is irreducible if
it cannot be written as the intersection of any two strictly larger submodules. We will first
show that every submodule of a Noetherian module M may be written as a finite intersec-
tion of irreducible submodules. Thereafter we will show that every irreducible submodule
of M is a primary submodule.

23



1. Every submodule N of M may be written as a finite intersection of irreducible submod-
ules. We will give a proof by contradiction. Let Σ be the set of all submodules Ni of M
such that Ni is not an intersection of irreducible submodules. Assume that Σ is non empty,
since M is Noetherian there is a maximal submodule N in Σ. N is not an intersection
of irreducible submodules, in particular N is not irreducible. Hence N is the intersection
of two strictly larger submodules. By the maximality of N these are not in Σ and hence
may be written as the intersection of irreducible submodules. It follows that N is also an
intersection of irreducible submodules.
2. Every irreducible submodule N of M is primary. Let rx ∈ N for r ∈ R, x ∈ M − N .
Consider Ni = {y ∈M : riy ∈ N}. Ni is clearly a submodule of M . Consider the ascending
chain of submodules given by:

N1 ⊆ N2 ⊆ ... ⊆ Ni ⊆ Ni+1....

Since M is Noetherian there exists n ∈ N such that Nr = Nn for all r ≥ n. Consider
the submodules T = Rx + N , S = rnM + N of M , it is clear that N ⊆ T , N ⊆ S and
in particular T

⋂
S is non-empty. Let y ∈ T

⋂
S, then y ∈ S and hence y = rnz + q for

some z ∈ M , q ∈ N . Since by assumption rx ∈ N we have that rT ⊆ N and in particular
ry = rn+1z + rq is in N . This implies that rn+1z ∈ N . Therefore z ∈ Nn+1 = Nn which
means that rnz ∈ N . We conclude that y = rnz + q ∈ N and therefore S

⋂
T ⊆ N .

Since N ⊆ S
⋂
T we have proven that N = S

⋂
T . We now use the assumption that N is

irreducible, hence T = N or S = N . By assumption x /∈ N and hence N 6= T , this implies
that N = S. Therefore rnM ⊆ N and we conclude that N is primary. The above proof is
a modification of the proof given for Noetherian rings in [4][Proposition 15, Section 15.2],
into the language of Modules.

6.3 Uniqueness properties of primary decomposition in Noetherian
modules

In Theorem 6.10 we proved the existence of a primary decomposition of every submodule
N of a Noetherian module M . In general this decomposition is not unique, in this section
we will examine what uniqueness properties there are.

Definition 6.11. Let M be a R-module. Let N be a submodule and let U be a subset of
M . Let T be a subset of R. We define

(N : U) to be the set of r ∈ R such that rx ∈ N for all x ∈ U .

(N : T )M to be the set of x ∈M such that rx ∈ N for all r ∈ T .

Lemma 6.12. Let M be a R-module. Let N be a submodule, let U be a subset of M and let
T be a subset of R. The set (N : U) is an ideal of R and the set (N : T )M is a submodule
of M . If U ⊂ N then (N : U) = R and if T ⊂ (N : M) then (N : T )M = M .

Proof. Let s, t ∈ (N : U) and r ∈ R. For any x ∈ U sx, tx ∈ N and hence sx+tx = (s+t)x ∈
N . Therefore (s + t) ∈ (N : U). Furthermore, since N is closed under multiplication of R
we have that rt ∈ (N : U). Hence (N : U) is an ideal of R. Similarly, let x, y ∈ (N : T )M
and r ∈ R, then we have that tx, ty ∈ N , for all t ∈ T . Since N is a submodule of M , this
implies that tx+ ty = t(x+ y) ∈ N for all t ∈ T , hence (N : T )M is closed under addition.
Since tx ∈ N , this implies that rtx ∈ N and hence rx ∈ (N : T )M . Hence (N : T )M is a
submodule of M . The last two statements are immediate.
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Lemma 6.13. Let {Ni} for 1 ≤ i ≤ n be a family of submodules of the R-module M , let
U be a subset of M and let T be a subset of R, then ((

⋂n
i=1Ni) : U) =

⋂n
i=1(Ni : U) and

((
⋂n
i=1Ni) : T )M =

⋂n
i=1(Ni : T )M .

Proof. Let r ∈ R for each u ∈ U , ru ∈
⋂n
i=1Ni iff ru ∈ Ni, 1 ≤ i ≤ n. Hence for each u we

have that r ∈ (
⋂n
i=1Ni : u)⇔ r ∈

⋂n
i=1(Ni : u). Varying u shows that r ∈ ((

⋂n
i=1Ni) : U)

iff r ∈
⋂n
i=1(Ni : U). Similarly, let x ∈ M , for each t ∈ T , tx ∈

⋂n
i=1Ni iff tx ∈ Ni,

1 ≤ i ≤ n. Varying t shows that x ∈ ((
⋂n
i=1Ni) : T )M iff x ∈

⋂n
i=1(Ni : T )M .

Proposition 6.14. Let N be a primary submodule of a R-module M . Then (N : M) is a
primary ideal of R.

Proof: By lemma 6.12 we only need to show that (N : M) is primary. Let ab ∈ (N : M)
such that b /∈ (N : M). Then there exists some x ∈M such that bx /∈ N , since ab ∈ (N : M)
we have that abx ∈ N . Since N is a primary submodule this implies that anM ⊆ N for
some n > 0, hence an ∈ (N : M). [8][Chapter 2, Proposition 18.].

Definition 6.15. We say that a primary submodule N ⊂M is P -primary if rad(N : M) =
P .

Note that if N is a P -primary submodule of a R-moduleM , then if rx ∈ N , where r ∈ R
and x ∈ M , we must have that either r ∈ P or x ∈ N . Since if x /∈ N , then by definition
rnM ⊆ N , for some n ∈ N. Accordingly r ∈ rad(N : M).

Definition 6.16. Let S be a multiplicative set of R, for the submodule N of the R-module
M , let NS denote the set of all elements x ∈ M such that there exists s ∈ S such that
sx ∈ N .

Lemma 6.17. NS is a submodule of M .

Proof. Let x, y ∈ NS . Then there exists s, s′ ∈ S such that sx, s′y ∈ N . Set ss′ = t, then
we have that t ∈ S and that t(x + y) ∈ N . Hence x + y ∈ NS . Let r ∈ R, then rsx ∈ N
and hence rx ∈ NS .

Proposition 6.18. Let N =
⋂n
i=1Ni be a primary decomposition of the submodule N of

the R-module M , where Ni is a Pi-primary submodule. Let S be a non-empty multiplicative
set of R. Renumber the Nis such that S

⋂
Pi = ∅, for 1 ≤ i ≤ m, and S

⋂
Pi 6= ∅, for

m+ 1 ≤ i ≤ n. Then:

NS =

m⋂
i=1

Ni

Proof. For each i satisfying m + 1 ≤ i ≤ n, choose si ∈ S such that si ∈ Pi. Put σ =
sm+1sm+2...sn. Then σ ∈ S and σ ∈ Pi, for m+ 1 ≤ i ≤ n. Since Pi = Rad(Ni : M) there
exists some large enough k > 0 such that σk belongs to (Ni : M) for all i = m+1,m+2, ..., n.
If we therefore choose s = σk, we have that s ∈ S and sM ⊆

⋂n
i=m+1Ni. We will use this

to prove that
⋂m
i=1Ni ⊆ NS . Let x ∈

⋂m
i=1Ni, for the s ∈ S described in the previous

sentence, we have that sx ∈
⋂n
i=1Ni = N . Therefore, x ∈ NS and hence

⋂m
i=1Ni ⊆ NS .

Conversely, let y ∈ NS . Then there exists s′ ∈ S such that s′y ∈ N , hence s′y ∈
⋂n
i=1Ni.

Since S
⋂
Pi = ∅, 1 ≤ i ≤ m, the fact that s′y ∈ Ni and the fact that Ni is primary imply

that y ∈
⋂m
i=1Ni. Therefore N

S ⊆
⋂m
i=1Ni. [8][Chapter 2, Proposition 27]

Definition 6.19. We say that a primary decomposition of a submodule N =
⋂n
i=1Ni,

where Ni is Pi-primary is irredundant if
⋂
j 6=iNj * Ni and all the Pis are distinct, for

1 ≤ i ≤ n.
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6.3.1 The uniqueness theorems

Lemma 6.20. Every primary decomposition of a submodule N of the R-module M may be
turned into an irredundant primary decomposition.

Proof. The idea is the same as in Lemma 4.5. First we group the Pi-primary submodules
together and replace them with their intersection, thereafter we remove all superfluous terms
one by one. Hence we need to prove that if {N1, N2, · · · , Nm} are all P -primary submodules
then so is N =

⋂m
i=1Ni. By Lemma 6.13 and Lemma 2.23 rad(N : M) =

⋂m
i=1 rad(Ni :

M) = P . Let rx ∈ N , for r ∈ R and x ∈M −N . Then for some i we have that rx ∈ Ni for
x /∈ Ni. This implies that r ∈ P , hence for a large enough integer k we have that rkM ⊆ N .
Hence N is primary.

Theorem 6.21. The first uniqueness theorem. Let N be a submodule of the Noetherian R-
module M. Let N =

⋂n
i=1Ni and N =

⋂k
j=1N

′
j be two irredundant primary decompositions

of N . Suppose that Ni is Pi-primary and that N ′j is P ′j-primary. Then k = n and the prime
ideals P1, P2, .., Pn are the same as the prime ideals P ′1, P ′2, ..., P ′k though their order may be
different.

Proof. Let P be any one of P1, P2, .., Pn. It is sufficient to show that P occurs amongst
P ′1, P

′
2, ..., P

′
k because the roles of the two set of prime ideals can then be interchanged to

prove the other direction. Without loss of generality renumber the Pis and the P ′js such
that: P = Pm,

Pi ⊆ P for 1 ≤ i ≤ m− 1 and Pi * P for m+ 1 ≤ i ≤ n

And such that
P ′j ⊆ P for 1 ≤ j ≤ r and P ′j * P for r + 1 ≤ j ≤ k.

Let S = R−P and consider NS . By Theorem 6.18, NS =
⋂m
i=1Ni =

⋂r
i=1N

′
j . Now assume

that P 6= P ′j , 1 ≤ j ≤ r, we will derive a contradiction. Since the primes in each of the given
primary decompositions are all distinct, P is not contained in any of P1, P2, ..., Pm−1. By
assumption P is not equal to any of P ′1, P ′2, ..., P ′r, hence P is not contained in any one of
these prime ideals either. Since P is not contained in any of P1, P2, ..., Pm−1 or P ′1, P ′2, ..., P ′r
there exists an element α ∈ P (by Proposition 2.12) such that α does not belong to a single
one of P1, P2, ..., Pm−1, P

′
1, P

′
2, ..., P

′
r. Since P = rad(Nm : M), we have that αv belongs to

(Nm : M) provided that v is a large enough positive integer. Since αv belongs to (Nm : M)
we have that (Nm : αv) = M . On the other hand, since α /∈ Pi, 1 ≤ i ≤ m− 1, if xαv ∈ Ni
for any x ∈ M we must have that x ∈ Ni, hence (Ni : αv) = Ni, 1 ≤ i ≤ m− 1. Similarly,
(N ′j : αv) = N ′j , 1 ≤ j ≤ r. Thus

(NS : αv) = (N1 : αv)
⋂

(N2 : αv)
⋂
...

⋂
(Nm : αv) = N1

⋂
N2...

⋂
Nm−1

And
(NS : αv) = (N ′1 : αv)

⋂
(N ′2 : αv)

⋂
...

⋂
(N ′r : αv) = N ′1

⋂
N ′2...

⋂
N ′r

ButN ′1
⋂
N ′2...

⋂
N ′r = N1

⋂
N2...

⋂
Nm and hence the calculations above show thatN1

⋂
N2...

⋂
Nm−1 =

N1

⋂
N2...

⋂
Nm. This contradicts the assumption that the primary decomposition was ir-

redundant. Therefore we have derived a contradiction and we conclude that P = P ′j for
some j ∈ {1, 2, · · · , r}. [8][Chapter 2, Theorem 13]
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The set {P1, P2, ..., Pn} of prime ideals in Theorem 6.21 is hence uniquely determined
by N and M . We say that the prime ideals in this set belong to the submodule N of M .
Similarly to the earlier discussion of associated primes of an ideal, we say that a prime ideal
Pi belonging to N is minimal if Pj ⊆ Pi implies that Pi = Pj for all j ∈ {1, 2, ..., n}. The
prime ideals belonging to N which are not minimal are called embedded prime ideals of N .

Corollary 6.22. The second uniqueness theorem. Let N =
⋂n
i=1Ni be an irredundant

primary decomposition of the submodule N of the Noetherian module M, where Ni is Pi-
primary. Suppose that Pi is a minimal prime belonging to N. Let S be the multiplicative set
R− Pi, Then:

NS = Ni

and hence Ni is uniquely determined by Pi and N.

Proof. Since Pi is minimal in the set {P1, P2, · · · , Pn}, S meets Pj for all j 6= i, hence the
proposition follows directly from Proposition 6.18.

Theorem 6.23. Let N be a proper submodule of a finitely generated R-module M over a
Noetherian ring R. Let N =

⋂n
i=1Ni be an irredundant primary decomposition of N , where

Ni is Pi-primary. Let Ass(N : M) denote the associated primes of the ideal (N : M) in R,
then:

Ass(N : M) ⊆ {P1, P2, ..., Pn}
And the minimal prime ideals of (N : M) are the same as the minimal prime ideals belonging
to N .

Proof. First note that M is Noetherian by Proposition 6.8 and hence N admits a primary
decomposition. By assumption and by Lemma 6.13 we have that (N : M) = (

⋂n
i=1Ni :

M) =
⋂n
i=1(Ni : M). This is a primary decomposition of the ideal (N : M) in the Noetherian

ring R. By removing superfluous terms, this may be turned into an irredundant primary
decomposition. In this process we might lose some of the Pis so it follows from Theorem
4.7 that the associated primes of (N : M) are a subset of {P1, P2, ..., Pn}. By Lemma 4.9 a
minimal prime Pi containing (N : M) will always be an element of Ass(N : M).

7 Dedekind domains
In this section we will consider a special kind of Noetherian rings which admit some nicer
properties in their primary decomposition than the general case we have so far considered.
We will find that every ideal in a Dedekind domain has a unique factorization into prime
ideals, a result that is far stronger than the primary decompositions we have so far discussed.
First, we will state the unique factorization theorem in a slightly more general form. We
will prove that for a Noetherian domain with the property that every non-zero prime ideal
is maximal, there exists a unique factorization of every ideal into primary ideals. Such a
ring is called a Noetherian domain of (Krull-) dimension one.

Definition 7.1. A ring R where every non-zero prime ideal P is maximal is said to be of
(Krull-) dimension one.

Theorem 7.2. The unique factorization theorem. Let R be a Noetherian domain of di-
mension one. Then every non-zero ideal I in R can be uniquely expressed as a product of
primary ideals which radicals are all distinct.
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Proof. Since R is Noetherian there exists an irredundant primary decomposition of I. Say
I =

⋂n
i=1Qi, where rad(Qi) = Pi and all the Pis are distinct.

Since Pi is prime for all i it is maximal by assumption. Since Pi and Pj are distinct
maximal ideals for i 6= j we must have that they are pairwise co-prime, since for any i, j with
i 6= j we have that Pi ⊂ Pi + Pj which by the maximality of Pi implies that Pi + Pj = (1).
Furthermore, by Lemma 2.23 we have that rad(Qi + Qj) = rad(rad(Qi) + rad(Qj)) =
rad(Pi + Pj) = (1) this implies that Qi + Qj = (1). By Theorem 2.16 we therefore have
that

⋂n
i=1Qi =

∏n
i=1Qi.

To show uniqueness note that since all the Pis are distinct maximal ideals, we have for
each i that there is no j 6= i such that Pj is contained in Pi. Therefore considering

∏n
i=1Qi =⋂n

i=1Qi, the maximality of the associated primes allows us to repeat the arguments given in
the proof of the second uniqueness theorem 5.12. Explicitly, for every i choose S = R− Pi,
then S

⋂
Pj 6= ∅ since Pj * Pi, for all j 6= i and hence (S−1I)c = Qi by the proof of

Theorem 5.11. This shows that the factorization is unique. [1][Proposition 9.1]

7.1 Integrally closed domains
In this and following sections we assume that reader is familiar with the basics of field theory
as given in a first course in abstract algebra, see [2][Chapters 6.1-6.4].

Definition 7.3. Let R be a subring of a commutative ring S.

An element s ∈ S is integral over R if s satisfies a monic polynomial in R.

The ring S is said to be an integral extension of R if every element in S is integral over R.

An integral closure of R in S is the set of all elements in S which are integral over R.

The ring R is said to be integrally closed in S if R is equal to its integral closure in S.

We say that an integral domain is integrally closed if it is integrally closed in its field of
fractions.

Proposition 7.4. Let R be a subring of the field F . Let α ∈ F then the following are
equivalent:

i) α is integral over R

ii) R[α] is finitely generated as a R-module.

iii) α ∈ S where S ⊆ F is a ring that is finitely generated as a R-module.

iiii) There exist a non-zero moduleM such that αM ⊆M , whereM ⊆ F is finitely generated
as a R-module.

Proof. i) ⇒ ii) since α is integral over R there exists ai ∈ R and n ∈ N such that αn +
an−1α

n−1 + · · · + a1α + a0 = 0 therefore αn = −(an−1α
n−1 + · · · + a1α + a0). Hence

αn and therefore all higher powers of α may be expressed as R-linear combinations of
{1, α, α2, . . . , αn−1} which shows that R[α] is a finitely generated R-module. ii)⇒ iii) take
S = R[α]. iii) ⇒ iiii) take M = S. iiii) ⇒ i) Let {x1, x2, · · · , xr} be a generating set for
M . By assumption there exists aij ∈ R such that αxj =

∑r
i=1 aijxi for all j ∈ {1, 2, · · · , r}.

Therefore, for each j ∈ {1, 2, · · · , r}, we have that
∑r
i=1(aij − αδij)xi = 0, where δij = 1
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whenever i = j and δij = 0 otherwise. Writing this equation in matrix form we get
a11 − α a21 . . . ar1
a12 a22 − α . . . ar2
...

...
...

...
a1r a2r . . . arr − α



x1
x2
...
xr

 =


0
0
...
0


In linear algebra Cramers rule states that if A is an n×n matrix and X,B are 1×n column
matrices over a ring R then the equation AX = B implies that det(A)xj = det(Aj) where
xj is the j : th entry of X and (Aj) is the matrix obtained from A by replacing the elements
in the j : th column of A with the column matrix B. If we set A = (aij − αδi1) and use
Cramers rule on the the equation above we get that det(A)xi = 0 for 1 ≤ i ≤ r. Since R
is a domain this implies that det(A) = 0. We have that det(A) is a monic polynomial in α
with coefficients in R, hence this implies that α is integral over R. [7][Theorem 1.51]

Corollary 7.5. Let R ⊂ S be rings. Let A be the integral closure of R in S. Then A is a
subring of S.

Proof. Let α, β ∈ A by Proposition 7.4 we have that R[α] and R[β] are both finitely gener-
ated as R-modules, therefore R[α, β] is finitely generated. Since α±β, αβ belongs to R[α, β]
the same Proposition implies that these are integral over R and hence belongs to A. This
shows that A is a ring.

Lemma 7.6. Let R ⊂ S ⊂ T be rings. If T is finitely generated as a S-module and S is
finitely generated as a R-module then T is finitely generated as a R-module.

Proof. Let {x1, x2 · · ·xl} generate S as a R-module and {y1, y2, · · · , yr} generate T as a
S-module. Let t ∈ T and bi ∈ S be such that t =

∑r
i=1 biyi. For each i let aij ∈ R be such

that bi =
∑l
j=1 aijxj , clearly this implies that t =

∑r
i=1

∑l
j=1 aijxjyi and hence {xjyi},

1 ≤ j ≤ l, 1 ≤ i ≤ r is a generating set for T as a R-module. [6][Lemma 2.14]

Lemma 7.7. Let R ⊂ S ⊂ T be integral domains such that T is an integral extension of S
and S is an integral extension of R. Then T is an integral extension of R.

Proof. Let t ∈ T . Since T is integral over S there exists ai ∈ S such that tn + an−1t
n−1 +

· · · + a1t + a0 = 0. Since S is integral over R we have that R1 = R[a1, a2, . . . , an] is
a finitely generated R-module. By construction t is integral over R1 and hence R1[t] is
finitely generated as a R1-module, by Lemma 7.6 R1[t] is finitely generated as a R-module.
This proves that t is integral over R. We have been using Proposition 7.4 repeatedly.
[6][Proposition 2.15]

Definition 7.8. A finite field extension K of Q is called a number field. An element α in
C is called an algebraic number if α is algebraic over Q. The set of all algebraic numbers
in C will be denoted by Q. An element α in C is called an algebraic integer if α is integral
over Z. The ring of algebraic integers in a number field K (i.e the integral closure of Z in
K) is denoted by OK .

Recall from a first course in Algebra that every finite field extension is an algebraic
extension [2][Proposition 6.2.4]. Hence every element in a number field K is an algebraic
number. However, every algebraic number is not an algebraic integer. In particular every
algebraic number is algebraic over Z, (multiply the minimal polynomial of α over Q with
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the least common multiple of the denominators of the coefficients to get a polynomial over
Z which satisfies α) but it might not satisfy any monic polynomial over Z. Hence the
difference between algebraic numbers and algebraic integers are that the later necessarily
satisfies monic polynomials over Z.

Proposition 7.9. Let K be a number field. The ring OK is integrally closed.

Proof. Let α ∈ K be integral over OK , by Lemma 7.7 α is integral over Z hence this implies
that α ∈ OK .

Proposition 7.10. Let K be a number field. Then α ∈ K is an algebraic integer if and only
if the minimal polynomial of α over Q has integer coefficients. In particular the algebraic
integers in Q is equal to Z.

Proof. If the minimal polynomial of α over Q has integer coefficients then clearly α is an
algebraic integer. Conversely, let α ∈ K be an algebraic integer and let f(x) ∈ Z[x] be the
monic polynomial of least degree which satisfies α. If f(x) is reducible over Q then f(x) is
reducible over Z by Gauss lemma [2][Theorem 4.4.5]. If f(x) = g(x)h(x) over Z then this
implies that α is a root of either h(x) or g(x), since f(x) is monic any factor of f(x) has to
be monic as well, leading to a contradiction of the choice of f(x) as the monic polynomial of
minimal degree satisfying α. Hence f(x) is irreducible over Q[x], showing that the minimal
polynomial of α over Q has coefficients in Z. Now, let β ∈ Q, the minimal polynomial of
β over Q is x− β this polynomial has integer coefficients if and only if β ∈ Z which proves
that the set of algebraic integers in Q is equal to Z. [4][Section 15.3, Proposition 23]

We have seen that the algebraic integers in Q are just the ordinary integers. In fact,
this results holds for general number fields, i.e. if K is a number field then K is the field of
fractions of the domain OK .

Proposition 7.11. Let K be a number field. For every α ∈ K there exists some non-zero
n ∈ Z such that nα belongs to OK . Hence K is the field of fractions of OK .

Proof. Since α is algebraic over Q there exist ai ∈ Q and k > 0 such that αk + ak−1α
k−1 +

ak−2α
k−2 + · · ·+ a1α+ a0 = 0. Let n ∈ Z be a common denominator of the coefficients ai,

then (αn)k + ak−1n(αn)k−1 + ak−2n
2(αn)k−2 + · · ·+ a1n

k−1(αn) + a0n
k = 0. Since all the

coefficients above is in Z this proves the proposition.

7.2 Dedekind domains
Definition 7.12. A Dedekind domain is a Noetherian, integrally closed domain of Krull
dimension one.

Recall that we showed in Theorem 7.2 that in every Noetherian domain of dimension one
there exists a unique factorization of every ideal into a product of primary ideals. Hence,
in particular Theorem 7.2 applies to Dedekind domains. Further on we will prove that the
ring OK is a Dedekind domain for every number field K. As already noted this will have
promising implications for unique factorization on the level of ideals in these rings. Actually,
for Dedekind domains a stronger version of Theorem 7.2 holds, in Theorem 7.15 we will see
that every primary ideal is a power of a prime ideal in a Dedekind domain. This implies
that in these rings every ideal has a unique factorization into the product of prime ideals.
To prove these results we will need to pass to the local ring DP , hence the following lemma
will be of importance.
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Lemma 7.13. Let S be a multiplicative set of the Dedekind domain D then S−1D is a
Dedekind domain.

Proof. Let J be a an ideal in S−1D. By Proposition 5.4 we have that J = S−1I for some
ideal I of R such that I ∩ S = ∅, hence J is finitely generated whenever I is. If S−1P is
a prime ideal in S−1D that is not maximal, then S−1P is properly contained in a prime
ideal S−1Q. The one to one correspondence between prime ideals in D and S−1D developed
in Corollary 5.10 implies that P is a prime ideal properly contained in Q in D, leading to
a contradiction. Hence every prime ideal of S−1D is maximal. Let Q(D) be the field of
fractions of D, then Q(D) is the field of fractions of S−1D. Let α ∈ Q(D) be integral over
S−1D. Let ai ∈ S−1D be such that αn + an−1α

n−1 + · · · + a1α + a0 = 0. Let d ∈ D
be a common multiple of the denominators of the ai, then dα is integral over D and hence
dα ∈ D by the assumption that D is integrally closed. By construction 1

d ∈ S
−1D and hence

α = dα
d belongs to S−1D. Therefore S−1D is integrally closed. [6][Proposition 3.4]

Proposition 7.14. Let D be a Noetherian integrally closed domain with exactly one non-
zero prime ideal P , i.e. D is a local Dedekind domain. 1 Then D is a principal ideal domain
and every ideal in D is a power of P .

Proof. Choose a non-zero non-unit c ∈ D. Consider M = D/(c) as a D-module. Let
m 6= 0 ∈ M . Consider the ideal ann(m) = {a ∈ D : am = 0}. For each nonzero m ∈ M
this is a proper ideal of D. Since D is Noetherian we may choose a m ∈ M such that
ann(m) is maximal among the ideals of this form. Let m = b + (c) and P = ann(b + (c)).
Since c ∈ P , we have that P is non-zero. We will use the Noetherian argument to establish
that P is prime. Assume that P is not prime, then there exists x /∈ P , y /∈ P such that
xy ∈ P . We have that P = {a ∈ D : c|ab} and hence x /∈ P implies that xb+ (c) 6= 0 ∈M .
Consider the ideal I = ann(xb + (c)), clearly P ⊆ I and by construction y ∈ I, therefore
P is properly contained in I, leading to a contradiction. We conclude that P is prime. We
will now establish that P is principal by the following two observations:

i) b
c /∈ D since b = b

cc. And this would imply that m = 0 ∈M

ii) c
b ∈ D and P = ( cb ). By definition Pb ⊆ (c) and therefore P b

c ⊆ D and this is an ideal in
D, by the maximality of P we either have P b

c ⊆ P or P b
c = D. If P b

c ⊆ P then Proposition
7.4 implies that b

c is integral over D, since P is finitely generated by the assumption that
D is Noetherian. Since D is integrally closed in its field of fractions (to which the element
b
c clearly belongs) this implies that b

c ∈ D. By i) this results in a contradiction. Therefore
P b
c = D, hence ( cb ) = P . We have now proven that P is principal, set c

b = π, we will show
that every ideal I of D is a power of P = (π). Let I be a proper ideal of D, consider the
sequence

I ⊂ Iπ−1 ⊂ Iπ−2 ⊂ Iπ−3 ⊂ . . .

If Iπ−m = Iπ−m−1 for some m ∈ N then Iπ−m = π−1Iπ−m, since I is finitely generated
Iπ−m is finitely generated as a D-module and hence Proposition 7.4 again implies that
π−1 ∈ D which again results in a contradiction by i) or simply because π is not a unit
in D. Therefore the inclusion in the above sequence is strict and for the same reason this
sequence can not be contained in D, since this would contradict the assumption that D is
Noetherian. Let n ∈ N be such that Iπ−n ⊆ D but Iπ−n−1 * D. We have that Iπ−n * P

1A local Dedekind domain is one of several equivalent definitions of a discrete valuation ring. A concept
of great importance in algebraic geometry.
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since otherwise each element in Iπ−n would be of the form dπ, for some d ∈ D, which would
imply that Iπ−n−1 ⊆ D. Hence Iπ−n = D which implies that I = (π)n. [6][Proposition
3.2]

Theorem 7.15. In a Dedekind domain D every primary ideal is a power of a prime ideal.
Hence every ideal I in a Dedekind domain has a unique factorization into the product of
prime ideals.

Proof. Let Q be a P -primary ideal of D and consider the localization of D by P . Remember
that DP = S−1D where S is the multiplicative set D − P . In DP the only maximal
ideal is S−1P and by Lemma 7.13 we have that DP is a Dedekind domain. Hence DP

is a Noetherian integrally closed domain with exactly one non-zero prime ideal, we may
therefore use Proposition 7.14 to conclude that every ideal in DP is of the form (S−1P )n. By
Proposition 5.9 we know that S−1 commutes with products, hence we have that (S−1P )n =
S−1(Pn). By Example 5.8 we have thatQ = Qec. SinceQe is an ideal ofDP , Qe = (S−1P )m

for some m > 0, hence Q = Qec = ((P e)m)c = (Pm)ec = Pm which proves the Theorem.
The last equality follows from the fact that Pm is a primary ideal in D, which follows from
Proposition 3.6 and the fact that P is a maximal ideal of D. The second statement in the
theorem is now an immediate consequence of Theorem 7.2.

In fact, historically, the property that every ideal in a Dedekind domain admits a unique
factorization into prime ideals where taken as the defining property for these rings. It was
Emmy Noether who first proved the equivalence of the existence of such a factorization and
our definition 7.12. We have now learned about the existence of prime factorization of ideals
in Dedekind domains, a result that we wish to apply to some specific rings fulfilling these
conditions. Hence, our next task will be to prove that the ring of integers in a number
field is a Dedekind domain. A result which requires some effort, but we will also gain some
insight about the structure of number fields and their integers on the way.

7.3 Number fields
We will now discuss number fields a bit more, first we will remind the reader of the concepts
of characteristic of a field and its prime subfield. Let Φ : Z → F be the homomorphism
defined by Φ(1) = 1. I.e. Φ(n) = 1 + 1 + · · ·+ 1 where the sum has n terms. If the additive
group of F has infinite order then the kernel of Φ is trivial, otherwise the kernel is an ideal
of Z and hence of the form nZ for some n ∈ Z. Since the image of Φ is a subring of F ,
it is a integral domain. This implies that n = p for a prime number p whenever Φ is not
injective. We define the characteristic of the field F , denoted Char(F ) as |ker(Φ)|, which
by the discussion above is either zero or prime. The smallest subfield of F that contains 1
is called the prime subfield of F . Clearly the image of the homomorphism Φ is contained in
the prime subfield of F . In the case where Char(F ) is equal to a prime number p the first
isomorphism theorem implies that the prime subfield of F is isomorphic to Z/pZ. When the
characteristic of F is equal to zero Φ(Z) ∼= Z and hence the smallest field containing Φ(Z)
is equal to the field of fractions of this domain and therefore, by the above isomorphism,
isomorphic to Q. If F and K are fields of the same characteristic then any homomorphism
Φ : F → K induces an isomorphism of the prime subfields of F and K. Hence if K is a
number field then any homomorphism Φ : K → C has to be such that Φ(a) = a for all
a ∈ Q, we say that Φ fixes Q point vise.
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Definition 7.16. Let K be a number field. A monomorphism Φ : K → C is called an
embedding of K.

Note that any homomorphism of fields is a monomorphism since a field has no nontrivial
ideal. The reader should recall some results about polynomials over Q, see [2][Chapter 4.1-
4.2], before continuing. In particular we shall use Proposition [2][4.2.11] which states that
a polynomial f(x) over Q has no repeated roots in C if and only if GCD(f(x), f ′(x)) = 1,
where f ′(x) denotes the derivative of f(x). This result implies that an irreducible polynomial
p(x) over Q has no repeated roots.

Proposition 7.17. Every irreducible polynomial p(x) in Q[x] has only simple roots.

Proof. Let p(x) = xn +an−1x
n−1 + · · ·+a1x+a0, then p′(x) = nxn−1 + (n− 1)an−1x

n−2 +
· · · + a1, since p(x) is irreducible it has no non-constant factor, hence GCD(p(x), p′(x)) is
either one or zero, since p′(x) is non-zero this implies that GCD(p(x), p′(x)) = 1.

We will now show that number fields have a particular easy structure. We will show
that every number field K is a simple extension of Q, i.e. K = Q(α) for some α ∈ K. We
will state a slightly more general result.

Definition 7.18. We say that an algebraic field extension F of E is separable over E if for
each α ∈ F the minimal polynomial of α in E has no multiple roots.

Theorem 7.19. Primitive element theorem. If F is a finite separable field extension of a
field E of characteristic 0 then there exists an α ∈ F such that F = E(α). In particular,
every number field K is a simple extension of Q.

Proof. It is sufficent to prove that the result holds for F = E(u, v) since it then holds for
F = E(u1, u2, · · · , un) by induction. Let g(x), f(x) be the minimal polynomial of u, v over
E respectively. Let {u = u1, u2, · · · , ur} be the roots of g(x) and {v = v1, v2, · · · , vs} be
the roots of f(x). Let L be a field over which both g(x) and f(x) splits. Let j 6= 1 and
consider the equation ui + avj = u+ av, it has the unique solution a = u−ui

vj−v . Since E has
characteristic 0, E has infinitely many elements and hence there exists an element a ∈ E
such that ui + avj 6= u + av, for all i and all j 6= 1, choose a as such. Let α = u + av,
clearly E(α) ⊆ E(u, v). We will prove the converse by proving that v ∈ E(α) from which
it follows that u = α − av ∈ E(α). Let p(x) be the minimal polynomial of v over E(α),
we will show that p(x) is linear. Let h(x) = g(α − ax), then h(x) has coefficients in E(α)
and h(v) = g(α − av) = g(u) = 0. By assumption f(v) = 0 and hence p(x) is a common
divisor of h(x), f(x) over E(α). In L we have the factorization f(x) =

∏s
j=1(x− vj). Since

ui + avj 6= u+ av we have that ui 6= u+ av − avj for all i, j 6= 1, and therefore vj is not a
root of h(x) for j > 1. Hence (x−v) is the only common factor of f(x) and h(x) in L. Since
p(x) is a common factor of f(x), h(x) in E(α), it is a common factor of the same in the
extension L. This implies that p(x) is linear and hence proves the Theorem. [2][Theorem
8.2.8]

The above theorem is also true when the characteristic of E is non-zero, but the argument
is different. Since we are concerned with number fields we have excluded this case.

Example 7.20. In this example we show that if K is a quadratic field extension of Q,
i.e. [K : Q] = 2, then K = Q(

√
D) for some square free integer D. Let K = Q(α) be an

extension of degree two over Q. Let p(x) = x2 + bx+ c be the minimal polynomial of α over
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Q. The roots of p(x) are 1
2 (±
√
b2 − 4c − b). Set D = b2 − 4c, clearly D is an integer since

b, c are integers by Proposition 7.10, furthermore D is square free since p(x) has no roots in
Q. Clearly Q(α) ⊆ Q(

√
D). The minimal polynomial of D over Q is x2 − D and hence a

degree argument proves that Q(α) = Q(
√
D)

Proposition 7.21. If K = Q(α) is a number field of degree d over Q then there exists d
embeddings {θ1, θ2, · · · , θd} of K in C. These are completely determined by there action on
α. If the roots of the minimal polynomial p(x) of α are {α = α1, α2, · · · , αd} then for each
j ∈ {1, 2, · · · , d} we have θj(α) = αj.

Proof. Suppose θ is an embedding of K in C with θ(α) = β. Let p(α) =
∑d
i=1 aiα

i,
ai ∈ Q. Since θ fixes Q point vise we have that 0 = θ(0) = θ(

∑n
i=1 aiα

i) =
∑n
i=1 aiθ(α)i =∑n

i=1 aiβ
i. Which proves β = αj for some j ∈ {1, 2, · · · , d}. Clearly θ is uniquely determined

by its action on α, there are exactly d such choices by Proposition 7.17, hence there exists
d embeddings of K in C. Define θj : K → C by θj(f(α)) = f(αj), for all f(x) ∈ K[x], it is
sufficient to show that θj is well defined. If f(α) = g(α) for f, g ∈ K[x] then f(α)−g(α) = 0
and hence p(x)|f(x)− g(x). Since p(αj) = 0, 1 ≤ j ≤ d we have that f(αj)− g(αj) = 0, i.e.
f(αj) = g(αj). [7][Theorem 1.29]

Let p(x) = xn + an−1x
n−1 + · · · + a1x + a0 ∈ Q[x] be the minimal polynomial of an

algebraic number α1. Let
∏n
i=1(x − αi) be a factorization of p(x) in a splitting field of

p(x) over Q. Expanding the terms in this product we see that an−1 = ±
∑n
i=1 αi and

a0 = ±
∏n
i=1 αi. If α is an algebraic integer then p(x) ∈ Z[x] by Proposition 7.10 and in

particular we have that an−1 = ±
∑n
i=1 αi and a0 = ±

∏n
i=1 αi are elements in Z.

Definition 7.22. Let K be a number field of degree d over Q and let θj , 1 ≤ j ≤ d, be the
embeddings of K in C. For each element α ∈ K we define the trace and the norm of α over
K:

The trace of α over K is TK(α) =
∑d
j=1 θj(α)

The norm of α over K is NK(α) =
∏d
j=1 θj(α)

Since each embedding of K in C is a homomorphism the norm is multiplicative. I.e for
any α, β ∈ K we have that NK(αβ) = NK(α)NK(β). We will show that if α ∈ OK then
TK(α) and NK(α) are both integers. Note that if K = Q(α) then this follows from the
discussion preceding the definition.

Proposition 7.23. Let K be a number field of degree n over Q, and α ∈ K with the
degree [Q(α) : Q] = d. Let θj, 1 ≤ j ≤ d be the embeddings of Q(α) in C. Let p(x)
be the minimal polynomial of α over Q with roots {α = α1, α2, · · · , αd} Then p(x) =

xd ± TQ(α)(α)xd−1 + · · · ± NQ(α)(α) and TK(α) =
∑d
j=1

n
dαj = n

dTQ(α)(α) and NK(α) =∏d
j=1 α

n
d
j = (NQ(α)(α))

n
d . In particular if α ∈ OK then TK(α) and NK(α) are both integers.

Proof. Let θ(α) = αj , 1 ≤ j ≤ d. Since K is a simple extension of Q in particular it is a
simple extension of Q(α), say K = Q(α)(β). Since any embedding φ of K in C permutes
the roots of p(x) the restriction φ �Q(α)= θj for some j ∈ {1, 2, · · · , d}. Hence φ is an
extension of θj . Let q(x) be the minimal polynomial of β over Q(α), then the degree
of q(x) is n

d [2][Theorem 6.25]. Let {β = β1, β2, · · · , βnd } be the roots of q(x). Let φij
be the embedding φij �Q(α)= θj and φij(β) = βi, all embeddings of K in C are of this
form. We have that TK(α) =

∑d
j=1

∑n
d
i=1 φij(α) =

∑d
j=1

n
d θj(α) =

∑d
j=1

n
dαj = n

dTQ(α)(α)
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and NK(α) =
∏d
j=1

∏n
d
i=1 φij(α) =

∏d
j=1 θj(α)

n
d

∏d
j=1 α

n
d
j = (NQ(α)(α))

n
d . By the remarks

before the proposition we have that p(x) = xd ± TQ(α)(α)xd−1 + · · · ±NQ(α)(α). If α ∈ OK
then p(x) has integer coefficients, hence TQ(α)(α) and NQ(α)(α) are integers which implies
that NK(α), TK(α) are integers (since n

d is an integer). [7][Theorem 1.41 ]

Example 7.24. Consider the ring Z[
√
−5], in example 3.15 we stated that this ring does

not satisfy unique factorization. We have that 6 = 3× 2 = (1 +
√
−5)(1−

√
−5) in Z[

√
−5].

We are now ready to show that this really is two different factorizations of 6 into irreducible
elements. Since Z[

√
−5] is a subring of the number field K = Q(

√
−5) we may use the

multiplicativity of the norm of elements in this number field to easily prove that all of the
elements which occur in the above factorization are really irreducible. Note that any element
α = a+b

√
−5 in Z[

√
−5] is an algebraic integer in K since (x−(a+b

√
−5)(x−(a−b

√
−5) =

x2 − 2ax + a2 + 5b2 and this clearly is a monic polynomial satisfied by α over Z. By the
previous discussion we therefore have that NK(α) is an integer for every α ∈ Z[

√
−5].

Assume that 2 has a non-trivial factorization in the ring Z[
√
−5], i.e. 2 = (a + b

√
−5)(c +

d
√
−5) then NK(2) = 4 = NK(a + b

√
−5)NK(c + d

√
−5) = (a2 + 5b2)(c2 + 5d2), where

both factors are integers. Clearly (a2 + 5b2) 6= 2 for a, b ∈ Z since this would contradict
the irrationality of

√
2. Hence either (a2 + 5b2) = 1 or (c2 + 5d2) = 1 this implies that

one of the factors above is trivial, since the equation (a2 + 5b2) = 1 only has two integral
solutions, a = ±1, b = 0, hence any factorization of 2 is trivial, that is, if 2 = pq then this
implies that either p or q is a unit. The same argument applies to the element 3, since
(a2 + 5b2) = 3 for a, b ∈ Z would contradict the irrationality of

√
3. Furthermore, we have

that NK(1+
√
−5) = NK(1−

√
−5) = 6 and hence any non trivial factorization of (1±

√
−5)

in Z[
√
−5] would result in the contradictions (a2 + 5b2) = 3 and (c2 + 5d2) = 2, hence the

two factorizations above really yields different factorization of 6 into irreducibles in this ring.
We conclude that Z[

√
−5] is not a UFD.

Definition 7.25. Let K be a number field of degree d over Q and let θj , 1 ≤ j ≤ d, be the
embeddings of K in C. Let Ω = {β1, β2, · · ·βd−1} be a basis for K over Q. We define the
discriminant of Ω denoted disc(Ω) as the square of the determinant of the matrix (θj(βi)),
which has θj(βi) on the i : th row and the j : th column.

Recall from linear algebra that the determinant of a matrix is multiplicative and that
the determinant of a matrix B equal the determinant of the transpose of the same matrix
Bt. That is, for matrices A and B we have det(AB) = det(A)det(B) and det(B) = det(Bt).
Using this fact we can characterize the discriminant of the basis Ω in the following way.

Lemma 7.26. Let K be a number field of degree d over Q and let θj, 1 ≤ j ≤ d, be the
embeddings of K in C. Let Ω = {β1, β2, · · ·βd−1} be a basis for K over Q. Then disc(Ω)
is equal to the determinant of the matrix (TK(βiβj)), which has TK(βiβj) on the i : th row,
j : th column. In particular, if Ω ⊂ OK then disc(Ω) is an integer.

Proof. LetB denote the matrix (θj(βi)). We have that disc(Ω) = (det(B))2 = det(B)det(Bt) =

det(BBt) = det((
∑d
n=1 θn(βiβj)) = det(TK(βiβj)). By earlier remarks TK(βiβj) is an inte-

ger whenever βiβj ∈ OK . This proves the lemma. [7][Theorem 1.65]

Lemma 7.27. Let A = {α1, α2, . . . , αd} be a basis for K over Q. If B = {β1, β2, · · · , βd}
is another basis for K over Q such that βi =

∑d
k=1 qikαk, for 1 ≤ i ≤ d, then disc(B) =

D2disc(A). Where D is the determinant of the matrix (qik).
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Proof. Let θj denote the embeddings of K in C for 1 ≤ j ≤ d. We have that θj(βi) =∑d
k=1 qikθj(αk). Hence the matrix (θj(βi)) is equal to the product of the matrix (qik) with

the matrix (θj(αi)). Hence disc(B) = (det((θj(βi))))
2 = (det((qik)(θj(αi))))

2 = D2disc(A)
where the last equality follows from that the determinant function is multiplicative.[7][Theorem
1.63]

Using the two lemmas above we are now ready to prove that OK is a Noetherian ring
for every number field K.

Theorem 7.28. Let K = Q(α) be a number field of degree d over Q. Then OK is a finitely
generated Z-module with a basis consisting of d elements. In particular OK is a Noetherian
ring.

Proof. The set {1, α, α2, · · · , αd−1} is a basis for K over Q. By Proposition 7.11 there exists
an integer n such that nα is an element ofOK . Clearly the set {nd−1, nd−1α, nd−1α2, · · · , nd−1αd−1}
is linearly independent over Q and hence a basis for K over Q. This establishes the exis-
tence of a basis for K over Q consisting of elements in OK . Consider all basis Ω of K such
that Ω ⊂ OK . All such basis have an integer discriminant by lemma 7.26, choose a basis
B = {b1, b2, · · · , bd} with |disc(B)| minimal. Since B is a basis of K over Q it is in particular
a basis for OK , it is left to prove that there exists such a basis as a Z-module. Assume B
is not a Z basis for OK , then there exists γ ∈ OK such that γ =

∑d
i=1 qibi and at least one

qi /∈ Z, assume q1 /∈ Z. Thus q1 = bq1c + r, 0 < r < 1, where bq1c denotes the greatest
integer less than or equal to q1. Set δ = γ − bq1c b1 = rb1 +

∑d
i=2 qibi. We will show that

B1 = {γ, b2, · · · , bd} is a basis for K. The matrix

A =


r q1 . . . qd
0 1 . . . 0
...

...
...

0 0 . . . 1


has determinant r 6= 0. Since A is the matrix given by the coefficients of {γ, b2, · · · , bd} in the
basis B, the elements {γ, b2, · · · , bd} are linearly independent and hence B1 is a basis for K.
Clearly γ ∈ OK , hence B1 ⊂ OK . We have that disc(B1) = (det(A))2disc(B) = r2disc(B).
Since 0 < r < 1 this contradicts the minimality of |disc(B)|. Therefore qi ∈ Z, 1 ≤ i ≤ d, and
B is a basis for OK as a Z-module. Since OK is a finitely generated Z-module, Proposition
6.8 implies that every submodule of OK is finitely generated as a Z-module. In particular,
this implies that every submodule is finitely generated as a OK-module and that OK is
Noetherian as a module over itself, i.e. OK is a Noetherian ring. [7][Theorem 1.69]

Example 7.29. Let K = Q(
√
D), for a square free integer D. In this example we will find

a basis for the ring OK as a Z-module. Define

ω =

{√
D if D ≡ 2, 3 mod 4

1+
√
D

2 if D ≡ 1 mod 4

We will prove that OK = Z[w], i.e {1, w} is a basis for OK as a Z-module. If D ≡ 2, 3 mod 4
then x2 −D is a monic polynomial with integer coefficients that satisfy ω. If D ≡ 1 mod 4
then 1−D

4 ∈ Z and x2 − x− 1−D
4 is a monic polynomial in Z[x] witch satisfies ω. Therefore

Z[w] ⊆ OK . Conversely, let α ∈ OK then α = a+ b
√
D, a, b ∈ Q, has a minimal polynomial
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over Q with integer coefficients. If b = 0 then this implies a ∈ Z. Assume b 6= 0, then we have
that x2 − 2ax+ a2 − b2D is the minimal polynomial of α over Q. This implies that 2a ∈ Z
and a2−b2D ∈ Z, therefore 4(a2−b2D) = (2a)2−(2b)2D ∈ Z. Since 2a ∈ Z this implies that
(2b)2D ∈ Z, if 2b ∈ Q− Z then this would contradict the assumption that D is square free,
hence 2b ∈ Z. Therefore 2a, 2b ∈ Z. Set a = x

2 , b = y
2 , x, y ∈ Z. Then a2 − b2D ∈ Z implies

that x2−y2D
4 ∈ Z, i.e. x2−y2D ≡ 0 mod 4. The only squares modulo 4 are 0 and 1. Assume

that D ≡ 2 mod 4, then x2−y2D ≡ 0 mod 4 implies x2−2y2 ≡ 0 mod 4, which happens if
and only if x2 ≡ y2 ≡ 0 mod 4. This can only happen if x and y are both even. The same is
true when D ≡ 3 mod 4 since this implies, by the same argument, that x2−3y2 ≡ 0 mod 4,
which is true if and only if x2 ≡ y2 ≡ 0 mod 4. Hence D ≡ 2, 3 mod 4 implies that x, y are
both divisible by 2 and hence that a, b ∈ Z, which means that α ∈ Z[

√
ω] and therefore

OK ⊆ Z[
√
ω] in this case. Assume D ≡ 1 mod 4 then x2 − y2D ≡ 0 mod 4 implies

x2 − y2 ≡ 0 mod 4 which is true if and only if x2 ≡ y2 ≡ 1 mod 4 or x2 ≡ y2 ≡ 0 mod 4.
This holds whenever x and y are both odd or both even. This implies that a, b are either
both integers or both half integers. In any case α ∈ Z[

√
ω]. We conclude that OK = Z[

√
ω].

Proposition 7.30. Let S be a domain and let R ⊂ S be a subring of S such that S is an
integral extension of R. Then S is a field if and only if R is a field.

Proof. Assume that R is a field. Let s 6= 0 ∈ S, since S is integral over R there exists ai ∈ R
such that sn + an−1s

n−1 + · · · + a1s + a0 = 0. By assumption S is a domain and we may
therefore assume a0 6= 0 because otherwise we may cancel s until we get a non-zero constant
term. Since R is a field −a0 has an inverse, therefore s((−a0)−1(sn−1 + an− 1sn−2 + · · ·+
a1)) = 1 and hence s is invertible. Assume that S is a field and let r 6= 0 ∈ R then
r−1 ∈ S. Since S is an integral extension of R there exist ai ∈ R and m ∈ N such that
r−m + am−1r

−m+1 + · · · + a1r
−1 + a0 = 0. Multiplying this equation by rm−1 gives that

r−1 = −(am−1 + am−2r+ · · ·+ a1r
m−2 + a0r

m−1). Hence r−1 ∈ R since the right hand side
clearly is an element in R. [4][Section 15.3, Theorem 21 (1)]

Corollary 7.31. Let R ⊂ S be rings such that S is an integral extension of R. Then a
prime ideal Q ⊂ S is a maximal ideal of S if and only if P = R

⋂
Q is a maximal ideal of

R.

Proof. We will prove that S/Q is an integral extension of R/P and the result will then follow
from Proposition 7.30. Consider the following diagram, where π denotes natural projections
and i denotes embeddings:

R
π1→ R/P

i ↓ i ↓
S

π2→ S/Q

For any r ∈ R we have that i(π1(r)) = π2(i(r)). Let s ∈ S/Q, since S is integral over R there
exists a monic polynomial p(x) with coefficients in R such that p(s) = 0, clearly this implies
that π1(p(s)) = 0 in R/P . Furthermore π1(p(x)) is monic. Since p(x) has coefficients in R
we have that i(π1(p(x))) = π2(i(p(x))). Let p(x) = π2(i(p(x))) be the image of p(x) ∈ S/Q
then p(s) = π2(i(p(s))) = i(π1(p(s))) = 0 and hence s is a root of π1(p(x)). [4][Section 15.3,
Theorem 21 (2)]

Theorem 7.32. The ring OK of integers in a number field K is a Dedekind domain.
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Proof. By the discussion so far it is sufficient to prove that every prime ideal is a maximal
ideal in OK . Let Q be a prime ideal in OK , consider the embedding i : Z → OK . Then
Qc = Z

⋂
Q is a prime ideal P ⊂ Z. Assume that Q is non-zero, and let α 6= 0 ∈ Q, then

NK(α) ∈ Z
⋂
Q since OK is integral over Z. Furthermore NK(α) is non-zero, since α being

non-zero implies that 0 is not a root of the minimal polynomial p(x) of α. If p(0) = 0 then
this implies that x divides p(x) which contradicts that p(x) is irreducible. This proves that
P is non-zero and hence P = pZ for some prime p. By Corollary 7.31 Q is a maximal ideal
of OK if and only if P is maximal in Z. Since P is a non-zero prime ideal in Z we have that
P is a maximal ideal in Z and hence it follows that every prime ideal Q in OK is maximal.
[4][Section 16.3, Proposition 14 (2)]

Example 7.33. We return in this example to the ring Z[
√
−5]. Since −5 ≡ 3 mod 4 we

have that Z[
√
−5] = OK , for K = Q(

√
−5). By Theorem 7.32 Z[

√
−5] is a Dedekind

domain and therefore there exists an unique decomposition of the ideal (6) = (3)(2) =
(1−

√
−5)(1 +

√
−5) into prime ideals. In particular (2), (3), (1−

√
−5), (1 +

√
−5) are not

prime ideals in this ring. In this example we will find the unique prime factorization of the
ideal (6) in Z[

√
−5]. Consider the ideals:

P1 = (2, 1−
√
−5), P2 = (2, 1 +

√
−5), Q1 = (3, 1−

√
−5), Q2 = (3, 1 +

√
−5)

We have that P1P2 = (2, 1 −
√
−5)(2, 1 +

√
−5) = (4, 2(1 −

√
−5), 2(1 +

√
−5), 6) = (2)

and similarly that Q1Q2 = (3, 1 −
√
−5)(3, 1 +

√
−5) = (3). Furthermore P1Q1 = (2, 1 −√

−5)(3, 1 −
√
−5) = (6, 2(1 −

√
−5), 3(1 −

√
−5)) = (1 −

√
−5) and similarly P2Q2 =

(1+
√
−5). Therefore the seemingly different factorizations of the ideal (6) are not different,

(6) = (3)(2) = Q1Q2P1P2 = P2Q2P1Q1 = (1 −
√
−5)(1 +

√
−5). It is time to show

that Pi, Qi are prime ideals for i = 1, 2. Consider Z[
√
−5]/Pi, for i = 1, 2. For any

α = a+b
√
−5 ∈ Z[

√
−5], we have that a+b

√
−5 = a±b±b(1±

√
−5). Therefore the image

of a+ b
√
−5 under the natural projection Φ : Z[

√
−5]→ Z[

√
−5]/Pi is a± b+ (2, 1±

√
−5).

We conclude that Z[
√
−5]/Pi ∼= Z2 for i = 1, 2. In particular P1, P2 are prime ideals.

Similarly we consider Z[
√
−5]/Qi, for i = 1, 2. Using the same argument as above we find

that Z[
√
−5]/Qi ∼= Z3 and hence Q1, Q2 are prime ideals.

We will end this paper with some indications on how to develop a divisibility theory for
ideals in a Dedekind Domain similarly to the divisibility theory that exists for elements in
Z.

Definition 7.34. Let D be a domain and I, J ideals, we say that I divides J (we write I|J)
if there exists an ideal A ⊂ D such that J = IA. We say that an ideal J is unfactorable if
it has no no non-trivial factorization, i.e. J = IA implies I = R or A = R.

Proposition 7.35. Suppose that D is a Dedekind domain and I, J are two non-zero ideals
in D, with prime factorization I = Pα1

1 Pα2
2 . . . Pαkk and J = P β1

1 P β2

2 . . . P βkk , for αi, βi ≥ 0,
1 ≤ i ≤ k. Then

i) J ⊆ I iff I|J iff αi ≤ βi, for 1 ≤ i ≤ k.

ii) I+J = P
min(α1,β1)
1 P

min(α2,β2)
2 . . . P

min(αk,βk)
k and in particular I, J are coprime (I+J =

R), if and only if I, J have no common divisors.

iii) P is a prime ideal iff P |IJ implies that P |I or P |J
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Proof. i) If I|J then there exists an ideal A ⊂ D such that J = IA, looking at the prime
factorization of J it is evident that this implies αi ≤ βi, for 1 ≤ i ≤ k. Converserly, if
αi ≤ βi, for 1 ≤ i ≤ k let A be the ideal P β1−α1

1 P β2−α2

2 . . . P βk−αkk then J = IA. It is also
evident that αi ≤ βi, for 1 ≤ i ≤ k if and only if J ⊆ I. This proves i). ii) Since I + J
is the smallest ideal containing both I and J ii) follows from i). iii) By i) an equivalent
statement is that P is prime if and only if IJ ⊂ P implies that I ⊂ P or J ⊂ P . Assume
that IJ ⊂ P does not imply that I ⊂ P or J ⊂ P . Let x ∈ P − I, y ∈ P − J then xy ∈ IJ
which implies that P is not prime. Conversely, assume that P is not prime. Then there
exists xy ∈ P with x /∈ P , y /∈ P and hence (x)(y) ⊆ P but (x) * P , (y) * P . This proves
the Proposition. [4][Section 16.3, Proposition 17]

Definition 7.36. Let D be a dedekind domain and let I, J be ideals. We define GCD(I, J)
to be the ideal I + J . That is GCD(I, J) is a divisor of I and J and is such that any
common divisor of I, J is a divisor of GCD(I, J)

Proposition 7.35 implies that GCD(I, J) = I + J = 1 if and only if I and J have no
common divisors.
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