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2 V. LISINSKI

Abstract. In this text we will explore a powerful and very useful result in
Number Theory called Hillbert’s Irreducibility Theorem. In its most basic
form, this theorem states that for any irreducible polynomial P (T,X) with
coefficients in the field of rational functions over Q, there is always an element
t ∈ Q for which the polynomial P (t,X) with coefficients in Q is irreducible
(i.e. the polynomial obtained by evaluating the coefficients of P at t is still
irreducible). We will apply this theorem to obtain some fundamental results
regarding the still unsolved question if all finite groups appear as Galois groups
of some Galois extension K/Q. It turns out that Hilbert’s Irreducibility Theo-
rem can reduce this problem to the question whether or not every finite group
is realizable as a Galois group of some Galois extension of Q(T1, . . . , Tn). Fi-
nally, we show that the alternating group has this property.



HILBERT’S IRREDUCIBILITY THEOREM 3

Contents

1. Introduction 4

2. The Puiseux Theorem 4

3. Hilbert’s Irreducibility Theorem 11

4. Symmetric Polynomials 16

5. Some Fundaments of Galois Theory 18

6. Numbering of Roots 23

7. Specialization of Polynoials and Galois Groups 27

8. Some Basic Results Regarding the Inverse Galois Problem 32

9. The Alternating Group An as Galois Group 43

References 47



4 V. LISINSKI

1. Introduction

In this text we will prove a powerful and very useful result in Number Theory
called Hillbert’s Irreducibility Theorem. In its most basic form, this theorem states
that for any irreducible polynomial P (T,X) with coefficients in the field of rational
functions over Q, there is always an element t ∈ Q for which the polynomial P (t,X)
with coefficients in Q is irreducible (i.e. the polynomial obtained by evaluating the
coefficients of P at t is still irreducible). We will apply this theorem to obtain
some fundamental results regarding the still unsolved question if all finite groups
appear as Galois groups of some Galois extension K/Q. The text assumes some
basic knowledge in Galois theory, but the most important results regarding this are
also included, though not proved. We will be working a lot with fields, and we will
only consider fields with characteristic zero. For any field K, we will write K[X]
for the ring of polynomials in variable X with coefficients in K, and K(T ) for the
field of rational functions in variable T over K.

An important result worth stating that any field K with characteristic zero is
perfect, i.e. all irreducible polynomials in K[X] are separable (have no repeated
roots) [1, p. 57]. This result will be particularly important when we explore the
Inverse Galois Problem. But first something (seemingly) completely different.

2. The Puiseux Theorem

To prove the irreducibility theorem, it turns out that we need a very fundamen-
tal result from Complex Analysis regarding a generalization of power series called
Puiseux series.

Definition 2.1.
A Puiseux Series in the variable z is a Laurent series on the form

∞∑

i=k

aiz
i/n

for some integer k and some positive integer n.

There is a theorem, the Newton-Puiseux Theorem, which states that the field of
Puiseux series over an algebraically closed field of characteristic zero is algebraically
closed.1 We will look at a related result, called Puiseux’s Theorem. This theorem
will show that the roots of a polynomial whose coefficients are analytic functions in
z can be regarded as analytic functions in z1/n. To show this, we first need some
properties for the set of analytic functions.

Proposition 2.2.
The following properties holds for A (r), the set of functions that are analytic on
the open disc D(0, r) and continuous on its closure D̄(0, r):

1 If the reader is unfamiliar with the term algebraically closed, it is defined in part 5 of this
text.
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(1) A (r) is an integral domain.
(2) A (r) is a Banach algebra, given the norm ‖f‖ = sup

|z|≤r
|f(z)| for f ∈ A (r)

Proof. Since addition and multiplication of functions preserve continuity, A (r) is
a ring (additive inverses, identity and zero being trivial). We will show that it is
also an integral domain. Let f, g ∈ A (r) and f(z)g(z) = 0 for all |z| ≤ r. For any
z0 ∈ D(0, r), we have that fg(z0) = 0, so f(z0) = 0 or g(z0) = 0. Without loss
of generality, we may assume that f(z0) = 0. Consider D(z0, δ) where δ is small
enough so that D(z0, δ) ⊂ D(0, r). From the principle of isolated zeros [4, p. 278],
f has no roots except z0 in D(z0, δ) for a sufficiently small δ. But then, g must be
constantly zero on D(z0, δ) and so g = 0. Hence, A (r) is an integral domain.

If f1, f2, f3, . . . is Cauchy sequence with the norm ‖f‖ = sup
|z|≤r
|f(z)| the limit of fn

in this sequence as n → ∞ is a uniform limit, since the norm is independent of z.
A uniform limit of analytic functions is analytic, and a uniform limit of continuous
functions is continuous [1, p. 46], so the Cauchy sequence converges to an element
in A (r) and so A (r) is a Banach space. To see that it is a Banach algebra, we
simply note that

sup
|z|≤r
|fg(z)| ≤ sup

|z|≤r
|f(z)| sup

|z|≤r
|g(z)|,

since the z that yields the largest value of |fg(z)| not necessarily gives us the highest
possible value for of |f(z)| and |g(z)| separately. �

Proposition 2.3.
Let P ∈ A (r)[X] be a monic polynomial with degree n. Let Q0, R0 ∈ C[X] be
two monic polynomials with degree less than n, such that P (0, X) = Q0(X)R0(X).
Suppose Q0 and R0 are coprime. Then there exists ρ ∈ (0, r] and two monic
polynomials Q,R ∈ A (ρ)[X] such that Q(0, X) = Q0, R(0, X) = R0 and P = QR.

Proof. Denote P0 = P (0, X) and let P1 ∈ A (r)[X] be such that P = P0 + zP1.
Since P is monic we have that P (0, X) has degree n, and if we let m = deg(Q0)
and p = deg(R0) we get m+ p = n. By defining Q and R as polynomials such that
Q = Q0 + zU and R = R0 + zV , with deg(U) < m and deg(V ) < p we reduce the
problem of solving P = QR to solving

P1 = UR0 + V Q0 + zUV.(1)

For any a ∈ N, we can identify Ca with the set of polynomials in C[X] with degree
less than a, by letting {1, X, . . . ,Xa−1} represent the base vectors of Ca. We let
the map ϕ : Cm × Cp → Cm+p be defined by ϕ(U, V ) = UR0 + V Q0. Since

ϕ((U1, V1) + (U2, V2)) = ϕ(U1 + U2, V1 + V2) =

= (U1 + U2)R0 + (V1 + V2)Q0 =

= U1R0 + V1Q0 + U2R0 + V2Q0 =

= ϕ(U1, V1) + ϕ(U2, V2)
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and

ϕ(α(U, V )) = ϕ(αU,αV ) =

= αUR0 + αV Q0 =

= α(UR0 + V Q0) =

= αϕ(U, V ),

this is a linear map. Furthermore, if ϕ(U, V ) = 0, then UR0 = −V Q0. So R0

divides −V Q0, but since it is coprime with Q0 it must divide −V . Since V ∈ Cp
we have that deg(−V ) = deg(V ) < p = deg(R0) we have that V = 0. Similarly, Q0

divides UR0 which means that U = 0. In conclusion we have that ker(ϕ) = {0},
and so ϕ is injective. An injective linear map between vector spaces of the same
finite dimension is also a bijection, so we have in fact that ϕ is an isomorphism.
The inverse of a linear map is also linear, so ϕ−1 : Cm+p → Cm × Cp is a linear
bijection. If U = u0 + u1X + · · · + um−1X, V = v0 + v1X + · · · + vp−1Xp−1 and
ϕ(U, V ) = a0 + a1X + · · ·+ am+p−1Xm+p−1 we can see that ϕ−1 is defined by

ϕ−1(a0 + a1X + ...+ am+p−1X
m+p−1) =

=



m−1∑

i=0

m+p−1∑

j=0

ûi,j(aj)X
i,

p−1∑

k=0

m+p−1∑

`=0

v̂k,`(a`)X
k




where the ûi,j , v̂k,` are some linear functions such that

m+p−1∑

j=0

ûi,j(aj) = ui and
m+p−1∑

`=0

v̂k,`(aj) = vk.

Now, we identify the set A (r)a with the set of polynomials in A (r)[X] with degree
less than a. Let the map Φ : A (r)m ×A (r)p → A (r)m+p be defined by

Φ(U, V ) = UR0 + V Q0,

If U and V are polynomials with coefficients in A (r) with deg(U) < m and
deg(V ) < p, we note that for any z ∈ D̄(0, r) we have

Φ(U, V )(z) = (UR0 + V Q0)(z) =

= U(z)R0 + V (z)Q0 =

= ϕ(U(z), V (z)).

For ã0, . . . , ãm+p−1 ∈ A (r), let the mapping Ψ : A (r)m+p → A (r)m × A (r)p be
defined by

Ψ(ã0 + ã1X + · · ·+ ãm+p−1X
m+p−1) =

=



m−1∑

i=0

m+p−1∑

j=0

ûi,j(ãj)X
i,

p−1∑

k=0

m+p−1∑

`=0

v̂k,`(ã`)X
k


 ,

where ûi,j , v̂k,` are the same as in the definition of ϕ−1. Again, for any z ∈ D̄(0, r),
let

U(z) = ũ0(z) + ũ1(z)X + · · ·+ ũm−1X
m−1,

V (z) = ṽ0(z) + ṽ1(z)X + · · ·+ ṽp−1X
−1 and

ϕ(U(z), V (z)) = ã0(z) + ã1(z)X + · · ·+ ãm+p−1(z)Xm+p−1,
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where ũi, ṽj , ãk ∈ A (r). Then we get

Ψ(Φ(U, V )(z)) = Ψ(ϕ(U(z), V (z)) =

= Ψ
(
ã0(z) + ã1(z)X + · · ·+ ãm+p−1(z)Xm+p−1) =

=



m−1∑

i=0

m+p−1∑

j=0

ûi,j(ãj(z))X
i,

p−1∑

k=0

m+p−1∑

`=0

v̂k,`(ã`(z))X
k


 .

Since
m+p−1∑

j=0

ûi,j(ãj) = ũi(z) and
m+p−1∑

`=0

v̂k,`(ãj) = ṽk(z)

this gives us that Ψ(Φ(U, V )(z)) = (U, V )(z) for all z ∈ D̄(0, r). This shows that Φ
is a bijection and Ψ is its inverse. From (1) we now get that

P1 − zUV = UR0 + V Q0 ⇔
⇔ P1 − zUV = Φ(U, V )⇔
⇔ Ψ(P1 − zUV ) = (U, V )(2)

In other words, the problem of solving P = QR can be rewritten as (2). We will
denote the left hand side of (2) by T (U, V ).

For any a ∈ N define a norm on A (r)a in the following way

‖f‖ = ‖(f1, . . . , fa)‖ = ‖f1‖+ · · ·+ ‖fa‖.

We say that f is continuous precisely if all f1, . . . , fa are continuous, and analytic
if allf1, . . . , fa are analytic. A Cauchy sequence on A (r)a with this norm is a
sequence f1,f2,f3, . . . such that for every real number ε > 0, there is a positive
integer N such that for all numbers m,n > N we get

‖fm − fn‖ < ε.

Furthermore,

‖fm − fn‖ = ‖fm1
− fn1

‖+ · · ·+ ‖fma − fna‖

so for every term in this expression and every ε > 0 we have that ‖fmk − fnk‖ < ε.
This is a Cauchy sequence in A (r), and so it converges to an element in A (r). This
is true for all terms in ‖fm − fn‖, so the Cauchy sequence f1,f2,f3, . . . converges
to an element in A (r)a, and so A (r)a is a Banach space. The linear maps Φ and
Ψ are continuous and Lipschitz with this norm [1, p.48]. Let A be the Lipschitz
constant of Ψ , i.e. ‖Ψ(P1)− Ψ(P2)‖ ≤ A‖P1 − P2‖.

For any

U = f0 + f1X + · · ·+ fm−1X
m−1 ∈ A (r)m

and

V = g0 + g1X + · · ·+ gp−1X
p−1 ∈ A (r)p



8 V. LISINSKI

we have by the triangle inequality that

‖UV ‖ =

m+p−1∑

j=0

∥∥∥∥∥∥
∑

k+`=j

fkg`

∥∥∥∥∥∥
≤

≤
m+p−1∑

j=0

∑

k+`=j

‖fk‖‖g`‖ ≤

≤
m−1∑

k=0

‖fk‖
p−1∑

`=0

‖g`‖ ≤ ‖U‖‖V ‖.

From this we can conclude that

‖T (U, V )‖ = ‖Ψ(P1 − zUV )‖ ≤
≤ A‖P1 − zUV ‖ ≤
≤ A(‖P1‖+ ‖zUV ‖) ≤
≤ A‖P1‖+Ar‖U‖‖V ‖.(3)

Let R and r be real numbers such that

R > A‖P1‖

and

r < r1 = (R−A‖P1‖)/AR2.

Then, if BR is a ball in A m+p defined by ‖U‖+ ‖V ‖ ≤ R, we have from (3) that

‖T (U, V )‖ ≤ A‖P1‖+
R−A‖P1‖

R2
‖U‖‖V ‖ ≤

≤ A‖P1‖+
R−A‖P1‖

R2
R2 ≤ R.

In other words, the ball BR is stable under T .

Now, if (U, V ), (U ′V ′) ∈ BR, then ‖U‖ ≤ R and ‖V ′‖ ≤ R, so ‖U‖ + ‖V ′‖ ≤ 2R
This gives us

‖T (U, V )− T (U ′, V ′)‖ = ‖Ψ(P1 − zUV )− Ψ(P1 − zU ′V ′)‖ =

= ‖Ψ(−zUV + zU ′V ′)‖ ≤
≤ Ar‖UV − U ′V ′‖ ≤
≤ Ar‖U(V − V ′) + V ′(U − U ′)‖ ≤
≤ Ar(‖U‖‖(V − V ′)‖+ ‖V ′‖‖(U − U ′)‖) ≤
≤ Ar(‖U‖+ ‖V ′‖)(‖(V − V ′)‖+ ‖(U − U ′)‖) ≤
≤ 2ArR(‖(U − U ′)‖+ ‖(V − V ′)‖)

So, if r < r2 = 1/2AR, then T is a contracting map. If we now fix R > A‖P1‖,
we can choose ρ < min(r, r1, r2). By the reasoning above, we get that for such
ρ, the restriction of the map T to BR is a contracting self-map. Hence, by the
Banach fixed point theorem [5, p. 1], there is a unique point (U, V ) ∈ Br such that
T (U, V ) = (U, V ). By relation (2), this proves the proposition. �
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Theorem 2.4 (Puiseux’s Theorem).
Let P ∈ A (r)[X] be a monic polynomial of degree n. Then, there exists a positive
integer e, a real number ρ ∈ (0, r1/m], and functions x1, . . . , xn ∈ A (ρ) such that

P (ze, X) =
n∏

i=1

(X − xi(z)).

Proof. Assume that P has more than one root and let P (0, X) =
∏
j

(X−zj)nj be a
factorization such that zi 6= zj for any i, j in the factorization. By repeated use of
Proposition 2.3, this gives us a factorization P =

∏
j

Pj , where Pj ∈ A (ρ)[X] and

Pj(0, X) = (X− zj)nj . We will now continue by induction on the degree of P . If P
has degree n ≤ 1 the theorem is trivially true. Our induction hypothesis is that the
theorem holds for all monic polynomials of degree k < n with coefficients in A (r).
Since all factors Pj have degree nj < n, we have by the induction hypothesis that
for any factor Pj of P , there exists an integer ej ≥ 1 and functions xj,i ∈ A (ρj),
1 ≤ i ≤ nj , such that

Pj(z
mj , X) =

nj∏

j=1

(X − xj,i(z)).

Let e be the least common multiple of all ej and let fj = e/ej . Then we have that

P (ze, X) =
∏

j

Pj((z
fj )ej , X) =

∏

j

nj∏

i=1

(X − xj,i(zfj )).

So if we let ρ = min(ρ
1/fj
j ), the theorem is proved under the assumption that

P (0, X) has distinct roots. If P (0, X) only has one root, the factorization above is
simply the linear factors of P and we won’t be able to use induction like we did, as
nj = n.

Assume now that P (0, X) has a unique root α, i.e. P (0, X) = (X −α)n. Using the
binomial formula, we get that

(X − α)n =

n∑

k=0

(
n

k

)
Xn−k(−α)k

By setting k = 1, we get that the coefficient in front of Xn−1 in P (0, X) is equal to
(
n

1

)
(−α) = −nα.

If we call this coefficient an−1(0) then α = −an−1(0)/n and we can write

P (0, X) = (X + an−1(0)/n)n(4)

With P (z,X) = Xn + an−1(z)Xn−1 + · · · + a1(z)X + a0 we can make variable
change Y = X − a1(z)/n and use the Tschirnhaus Transformation to get that

P (z, Y ) = Y n + b2(z)Y n−2 + · · ·+ bn(z).

By (4), we have that P (0, Y ) = Y n. The rest of the proof will continue with this
transformation in mind, letting us regard P as a polynomial without any term con-
taining Xn−1. This can be done without loss of generality, because if we prove that
the theorem holds for P (z, Y ) = P (z,X − a1(z)/n), the roots of P (z,X − a1(z)/n)
are

{xi(z) + a1(z)/n | 1 ≤ i ≤ n}
and they are in A (ρ) since a1(z)/n ∈ A (r) and A (ρ) ⊂ A (r).
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Now, for any function as a power series f =
∑
n≥0

anz
n ∈ A (r), the order of f is

the smallest integer n such that an 6= 0. Or equivalently, the highest power of z
dividing f . We denote it o(f). With P = Xn + a2X

n−2 + · · ·+ an, we now make
the following claim (which we will prove after finishing the proof of the theorem):

Claim 2.4.1.
Let ν = min

2≤j 6=n
(o(aj)/j) with ν = m/e being its simplest form (i.e. m and e are two

nonnegative coprime integers). Then, there is a monic polynomial Q ∈ A (r1/e) of
degree n such that

zmnQ(z,X) = P (ze, zmX).

Furthermore, Q(0, X) 6= Xn.

Since the coefficient of Xn−1 in Q(0, X) is zero, the sum of all the roots of Q(0, X)
is zero. And as Q(0, X) 6= Xn, Q has distinct roots. As shown above, Puiseux’s
Theorem then holds for Q and so there exists an integer f ≥ 1, a real number
ρ < r1/m and power series yj(z) ∈ A (ρ) such that

Q(zf , X) =
n∏

j=1

(X − yj(z)).

Therefore,

P (zef , zmfX) = zmnf
n∏

j=1

(X − yj(z))⇔

⇔ P

(
zef , zmf

X

zmf

)
= zmnf

n∏

j=1

(
zmf

zmf

(
X

zmf
− yj(z)

))
⇔

⇔ P (zef , X) = zmnf
n∏

j=1

(
1

zmf
(
X − zmfyj(z)

))
⇔

⇔ P (zef , X) =

n∏

j=1

(
X − zmfyj(z)

)
.

With xj = zmfyj(z)), we have that xj ∈ A (ρ). And as ef is a positive integer,
this proves the theorem.

Proof of Claim 2.4.1. For

P (ze, zmX) =
n∑

j=0

aj(z
e)zm(n−j)Xn−j

the coefficient aj(ze)zm(n−j) is a power series with order

eo(aj) +m(n− j) = mn+ e
(
o(aj)− j

m

e

)

= mn+ e (o(aj)− jν) ≥ mn.
Since the order of a power series also is the highest power of z dividing the power
series, there is a bj ∈ A (r1/e) such that aj(ze)zm(n−j) = zmnbj . This lets us define
Q as

Q =

n∑

j=0

bjX
n−j ∈ A (r1/e)[X],
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which gives the equality zmnQ(z,X) = P (ze, zmX). Now choose the particular
j ≥ 2 such that o(aj)/j = ν. Then

o(zmnbj) = mn+ e (o(aj)− o(aj)) = mn,

so o(bj) = 0 and Q(0, X) 6= Xn. This concludes the proof of the theorem. �

The reasons why we need this result may not be obvious at the moment. However,
for any irreducible polynomial P ∈ Q(T )[X], it turns out that this theorem will
let us determine the complex roots of P (t,X), for t ∈ C and |t| large enough, in a
particularly useful way.

3. Hilbert’s Irreducibility Theorem

We will now begin the somewhat technical process of proving Hilbert’s Irreducibil-
ity Theorem. In Proposition 3.2 we will show a particularly important result for
nonpolynomial Laurent series with finite order. In its most basic form, this proposi-
tion says that there are infinitely many t ∈ Z such that the Laurent series evaluated
at t is not an integer.

Lemma 3.1.
Let I be an interval in R, with x0, . . . , xn ∈ I. Let f : I → R a C n-function.
Then, there exists an element ξ ∈ I such that

∣∣∣∣∣∣∣∣∣∣∣

1 . . . 1
x0 . . . xn
...

...
xn−10 . . . xn−1n

f(x0) . . . f(xn)

∣∣∣∣∣∣∣∣∣∣∣

=
f (n)(ξ)

n!

∏

i>j

(xi − xj).

Proof. Suppose xi = xj for some i, j ∈ {0, . . . n}. Then column i in the matrix is
equal to column j, and the determinant is zero and the formula is obviously true
for any ξ ∈ I. It is therefore enough to prove for the case where all xi are distinct.
Consider now the determinant

D(t) =

∣∣∣∣∣∣∣∣∣∣∣

1 . . . 1
t . . . xn
...

...
tn−1 . . . xn−1n

f(t) . . . f(xn)

∣∣∣∣∣∣∣∣∣∣∣

.

Then D(x0) is the determinant in the lemma. Define for A ∈ R the function

FA :




I → R

x 7→ D(x)−A
n∏
i=1

(x− xi)

For any xj ∈ {x1, . . . , xn} we get FA(xj) = D(xj) − A
n∏
i=1

(xj − xi) = 0, since the

first column in D(xj) will be equal to the j:th column, and since A
n∏
i=1

(xj − xi)
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will vanish at the factor xj − xj . By letting A = D(x0)
n∏
i=1

(x0−xi)
, we also get that

FA(x0) = 0, so FA vanishes at x0, . . . , xn. Consider now the intervals [xi, xi+1],
0 ≤ i ≤ n− 1. Since FA is a polynomial function it is continuous, and so by Rolle’s
Lemma, the derivative of FA vanishes at a point in (xi, xi+1), for each such interval.
In particular, the derivative of FA vanishes at n distinct points on I. By induction,
the i:th derivative vanishes at n + 1− i distinct points, and so the n:th derivative
vanishes at one point, say ξ ∈ I.
Now, A

n∏
i=1

(x − xi) = A(xn + P (x)), where P (x) is a polynomial of degree n − 1.

So

0 = F
(n)
A (ξ) = D(n)(ξ)−An! =

∣∣∣∣∣∣∣∣∣∣∣∣

0 1 . . . 1
... x1 . . . xn
...

...
...

0 xn−11 . . . xn−1n

f (n)(ξ) f(x1) . . . f(xn)

∣∣∣∣∣∣∣∣∣∣∣∣

−An! =

= (−1)nf (n)(ξ)

∣∣∣∣∣∣∣∣∣

1 . . . 1
x1 . . . xn
...

...
xn−11 . . . xn−1n

∣∣∣∣∣∣∣∣∣
−An!.

Using the formula for the Vandermonde determinant gives us that

A = (−1)n
f (n)(ξ)

n!

∏

i>j≥1
(xi − xj)

And by the choice of A we get

D(x0) = A

n∏

i=1

(x0 − xi) =
f (n)(ξ)

n!

∏

i>j

(xi − xj),

which proves the lemma. �

Proposition 3.2.
Let e be a positive integer and let ϕ(u) =

∑
n≥−n0

anu
−n/e be a Laurent series which

is not a polynomial in u. Assume that ϕ(u) converges for |u| ≥ B0. Let N(B) be
the number of integers u ∈ [B0, B] such that ϕ(u) is also an integer. Then there
exists a real number α < 1 such that N(B)/Bα remains bounded when B →∞.

Proof. If both the real and the imaginary part of ϕ would be a polynomial, then ϕ
would be a polynomial.

Note that Re(ϕ(u)) : (B0,∞)→ R is C∞. We get the derivatives of ϕ by deriving
each term separately. The derivative of order m of the nth term has the form
cu−n/e−m for some c 6= 0. Furthermore, since n ≥ −n0 we get that −n/e −m ≤
n0/e − m. Hence, for m > n0/e the derivative of each term has the form cu−µ

for some µ > 0 and the derivative ϕ(m)(u) → 0 as u → ∞. Since ϕ is not a
polynomial the derivative is note ϕ(m) is not zero, and for u large enough ϕ(m)(u)
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will be arbitrarily close to its first term, which as noted is on the form cu−µ. We
write ϕ(m)(u) = u−µψ(u), where ψ(u) is a power series converging for large enough
u. With the change of variable u = 1/v we get that ψ̃(v) = ψ(1/v) is a power
series converging for v close enough to zero and with ψ̃(0) = c. For v in a small
neighborhood around 0 we then get that ψ̃(v) is arbitrarily close to c. Going back to
the variable u gives us |ψ̃(v)| = |ψ(u)|. Therefore, for large enough u, say u ≥ B1,
there exists constants c1 and c2 such that

c1 ≤ |ψ(u)| ≤ c2 ⇔ c1u
−µ ≤ |ϕ(m)(u)| ≤ c2u−µ.(1)

Let S = {u ∈ Z : u ≥ B0, ϕ(u) ∈ Z}. Now let u0 < . . . um be m+ 1 elements in S
with u0 > B1. Consider the determinant

D =

∣∣∣∣∣∣∣∣∣∣∣

1 . . . 1
u0 . . . um
...

...
um−10 . . . umm
ϕ(u0) . . . ϕ(um)

∣∣∣∣∣∣∣∣∣∣∣

By the preceding lemma, there exists a real number ξ ∈ (u0, um) such that

D =
1

m!
ϕ(m)(ξ)

∏

i>j

(ui − uj).

By relation (1) we have that ϕ(m)(ξ) 6= 0, since u0 ≥ B1. And since all ui, uj are
distinct, this also implies that D 6= 0. Since D is a determinant of a matrix with
integer coefficients, it is an integer and so |D| ≥ 1. This gives us

|D| = 1

m!

∣∣∣ϕ(m)(ξ)
∣∣∣
∏

i>j

(ui − uj) ≥ 1⇔

⇔
∏

i>j

(ui − uj) ≥
m!∣∣ϕ(m)(ξ)

∣∣ ≥
m!

c2
ξµ

The number of factors in
∏
i>j(ui − uj) can combinatorially be regarded as the

number of ways to choose two elements from m + 1 without taking order into
consideration, which can be done in m(m+ 1)/2 ways. Since um− u0 ≥ ui− uj we
get (um − u0)m(m+1)/2 ≥ ∏

i>j

(ui − uj). Since u0 < ξ, we now get the inequality

(um − u0)m(m+1)/2 ≥ m!

c2
uµ0 .

By solving this inequality for um − u0 we get that

um − u0 ≥ buβ0 ⇔ um ≥ u0 + buβ0(2)

for some positive real numbers b and β. Let α = 1/(1 + β) and note that [B0, B] =
[B0, B

α]∪ [Bα, B]. The interval [B0, B
α] contains at most Bα elements of S. Now,

choose B large enough so that Bα ≥ B1 and let uj , ui be any two consecutive
elements of S in [Bα, B], with ui < uj . By relation (2) we get that

uj − ui ≥ buβi ≥ bBαβ .

In other words, the distance between to consecutive elements of S in [Bα, B] is at
least bBαβ Suppose that there are k elements of S in [Bα, B]. Since B is an upper
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bound of S, we get that

Bα + kbBαβ ≤ B ⇔ k ≤ (B −Bα)

bBαβ
⇔

⇔ k ≤ B1−αβ

b
− 1

bBβ
⇔

⇔ k ≤ B1−αβ

b
− 1

bBβ
⇒

⇔ k ≤ (1/b)Bα.

Now, for B ≥ B1/α
1 , we have that N(B) ≤ (1 + 1/b)Bα, and so

N(B)

Bα
≤ 1 + 1/b

for large enough B. �

That N(B)/Bα remains bounded when B → ∞ is equivalent to saying that there
exists a real numbers M > 0 and x0 such that N(B)/Bα ≤M for all x > x0. This
is precisely the definition of N(B) = O(Bα), and we will use this notation.

Lemma 3.3.
Let P ∈ Q(T )[X] be a monic polynomial with degree n. There exists an integer
e ≥ 1 and Laurent series x1, . . . , xn, with complex coefficients and nonzero radius
of convergence, such that for any complex number t, with |t| big enough, the set of
the n complex roots of P (te, X) ∈ Q[X] is {xj(1/t) | 1 ≤ j ≤ n}.

Proof. We first note that since Q(1/U) = Q(U), we can make the variable change
T = 1/U and consider P (T,X) ∈ Q(T )[X] as a polynomial P (1/U,X) ∈ Q(U)[X].

Now, let R be a common denominator of the coefficients of P (1/U,X). Then
R(U)P (1/U,X) ∈ Q[U,X]. By multiplying with R(U)n−1 we get a polynomial
P (1/U,X)R(U)n, for which we can find Q ∈ Q[U, Y ] such that Q(U,R(U)X) =
P (1/U,X)R(U)n is monic and of degree n with respect to Y . Regarded as a poly-
nomial in Q[Y ], Q has coefficients fi ∈ Q[U ], so fi ∈ A (r) for r > 0. By Puiseux’s
Theorem there exists an integer e ≥ 1, a real number ρ ∈ (0, r1/e) and functions

y1, . . . , yn ∈ A (ρ) such that Q(ue, Y ) =
n∏
i=1

(Y − yi(u)). In particular, the roots of

Q(ue, Y ) are the yj(u), 1 ≤ j ≤ n, for 0 ≤ |u| < ρ. Furthermore, since R(u) is a
polynomial in Q[u] we have that

R(u)−e =
1

(anun + . . .+ a0)e

is a Laurent series convergent for |u| 6= 0. Now, let xj(u) = R(u)−eyj(u). Changing
back to the variable t gives us that the xj(1/t) are the roots of P (te, X) when |t| is
large enough. �

We are now ready to prove the main theorem for this text, namely the Hilbert’s
Irreducibility Theorem.
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Theorem 3.4 (Hilbert’s Irreducibility Theorem).
Let P ∈ Q(T )[X] be a monic irreducible polynomial. Denote by N(B) the number
of integers t ∈ [0, B] such that P (t,X) is well defined and that P (t,X) is reducible in
Q[X]. Then there is a real number α < 1 such that N(B) = O(Bα). In particular,
the number of t ∈ N such that the specialization P (t,X) of the polynomial P (T,X)
remains irreducible in Q[X] is unbounded.

Proof. Let D ∈ Z[T ] be a common denominator of the coefficients of P , so that
P (T,X)D(T ) ∈ Z[T,X]. Like in the preceding lemma, multiply with Dn−1 to get
P (T,X)D(T )n = Q(T,D(T )X), with Q ∈ Z[T,X] being a monic polynomial of
degree n in X. If D(t) 6= 0 we have that P (t,X) = Q(t,D(t)X)

D(t)n ∈ Q[X], which
has a root R(t) ∈ Q if and only if R(t)D(t) ∈ Q is a root of Q(t, Y ). And since
P (T,X) = Q(T,D(T )X)

D(T )n by assumption has no root in Q(T ), neither Q has a root in
Q(T ). Therefore, it is enough to prove the theorem for Q, and so we may assume
that P ∈ Z[T,X].

Now, let n be the degree of P and let x1, . . . , xn be the Laurent series given by the
preceding lemma. These Laurent series converges for large enough t 6= 0, so we can
say they converge for t ≥ B0. By letting t = se, we get that the xi(1/s) = xi(t

−1/e)

are the roots of P (se, X) = P (t,X). So, P (t,X) =
n∏
i=1

(X − xi(t−1/e)). Therefore,

any monic factor of P (t,X) can be written as the product of X − xi(t−1/e), with
i ranging over a nonempty subset I ⊂ {1, . . . , n}. We are interested in t ∈ [0, B]
such that P (t,X) is reducible in Z[X]. For such t, P (t,X) has a monic factor in
Z[X], i.e. we look at t ∈ [0, B] for which there exists nonempty proper subsets
I ⊂ {1, . . . , n} such that

∏
i∈I

(X − xi(t−1/e)) = PI(t) ∈ Z[X]. Now let K be the

field of convergent Laurent series in the variable T−1/e. Then we can consider PI
as a factor of P ∈ K[X]. If all coefficients of PI where polynomials in T , then PI
would be in Q(T )[X]. But this is a contradiction since P is irreducible in Q[T,X],
so at least one of the coefficients of PI is not a polynomial in T . Call this coef-
ficient ϕI , and let N ′(B) = |{t ∈ [B0, B] : t, ϕI(t) ∈ Z}|. By Proposition 5.9.1,
there exists an α < 1 such that N ′(B)/Bα remains bounded when B → ∞, and
since N(B) ≤ N ′(B) we can chose the same α to conclude that N(B)/Bα remains
bounded when B →∞. Now, suppose that there is a real number M such that the
cardinality of the set {t ∈ N | P (t,X) is reducible in Q[X]} is less than M . For a
large enough B0, N(B) ≥ B −M − 1 for all B > B0. But then,

N(B)

Bα
≥ B −M − 1

Bα
= B1−α − M + 1

Bα
→∞ as B →∞,

which is a contradiction. Therefore, there is no such bound M . �

This theorem is widely used in different areas of Number Theory. Later, we will look
more closely to a particular application to an unsolved question regarding Galois
theory. In Number Theory we often encounter problem that are easy to formulate
and comprehend, but very complex to prove. One of the most famous examples of
this perhaps Andrew Wiles’ proof of Fermat’s Last Theorem, in which he actually
uses Hilbert’s Irreducibility Problem. That work is of course far beyond the scope
of this paper, so instead this little example will serve as an illustration of how one
can take long, tedious and hopefully enlightening paths to solve seemingly simple
problems:
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Example 3.5.
Let g(X) ∈ Z[X]. If there is an M ∈ Z such that g(a) is a perfect square for all
a > M , then g(X) = (h(X))2 for some h(X) ∈ Z.

Proof. Let f(X,Y ) = Y 2 − g(X). If f(X,Y ) is irreducible then, by Hilbert’s
Irreducibility Theorem, f(t, Y ) is also irreducible for infinitely many t ∈ N. But
f(t, Y ) is reducible for all t > m, so f(X,Y ) must be irreducible. We can therefore
write f(X,Y ) = f1(X,Y )f2(X,Y ). Since g(X) is not dependent on Y , Y 2 cannot
be a factor of f . In the variable Y , f1 and f2 must therefore both be monic
polynomials of degree 1. If f1 = (Y + a0 + a1X + · · ·+ anX

n) and f2 = (Y + b0 +
b1X + · · · + bmX

m) we see that the coefficient in front of Y Xi in f1f2 is equal to
ai + b1. Since f does not have any terms with both X and Y , we get that ai = −bi
and f = (Y + h(X))(Y − h(X)) = Y 2 − (h(X))2. �

4. Symmetric Polynomials

In the study of Galois groups we will see that polynomials that stay the same
under all permutations of the indices of the variables are very important. These
polynomials are called symmetric polynomials and we will see that they are in a
sense all constructed from the same fundamental symmetric polynomials.

Definition 4.1.
The elementary symmetric polynomials in variables X1, . . . , Xn, denoted
S1, . . . , Sn, are defined as

Sp(X1, . . . , Xn) =
∑

1≤i1<···<ip≤n
Xi1 · · ·Xip

If necessary to specify the number of variables, we will write Sp(X1, . . . , Xn) as
S
(n)
p (X1, . . . , Xn)

Theorem 4.2 (Fundamental Theorem of Symmetric Polynomials).
Let A be a commutative ring and P any symmetric polynomial in A[X1, . . . Xn].
Then, there exists a unique polynomial Q ∈ A[Y1, . . . Yn] such that

P (X1, . . . , Xn) = Q(S1(X1, . . . , Xn), . . . , Sn(X1, . . . , Xn))

Proof. We will prove this by induction , first on the number of variables n and then
on the degree of P . Our base case for n is that n = 1, which gives us S1 = X1

and Q = P . The base case for the degree of P is that deg(P ) = 0, i.e. P = C is a
constant. Simply letting Q = C shows the theorem holds for any n if deg(P ) = 0.

Our induction hypothesis is now that the theorem holds in n−1 variables and that
it also holds in n variables for polynomials of degree less than m. Let P be any
symmetric polynomial of degree m in variables X1, . . . , Xn. Then, the polynomial
P0(X1, . . . Xn−1) = P (X1, . . . Xn−1, 0) is a symmetric polynomial in n−1 variables.
By the induction hypothesis, there is a polynomial Q ∈ A[Y1, . . . , Yn.1] such that

P0(X) = Q0(S
(n−1)
1 (X), . . . , S

(n−1)
n−1 (X)),
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with X denoting X1, . . . , Xn−1. By the definition of Sp, we have

S(n)
p (X1, . . . , Xn) = S(n−1)

p (X1, . . . , Xn−1) +XnS
(n−1)
p−1 (X1, . . . , Xn−1).(3)

Now, let

P1(X, Xn) = P (X, Xn)−Q0(S
(n)
1 (X, Xn), . . . , S

(n)
n−1(X, Xn)).

This is a symmetric polynomial, and by (7), we get that P1(X, 0) = 0. Any
monomial Xi1

1 · · ·Xin
n in a term in P1 can be written as Xi1

1 · · ·X
in−1

n−1 , if in = 0.
But since this monomial will stay the same if Xn = 0, we have that the coefficient of
any such monomial must be zero, since P1(X, 0) = 0. By symmetry, the coefficient
of Xi1

1 · · ·Xin
n is then zero if any of the ij is zero. From this we can conclude that

S
(n)
n = X1 · · ·Xn is a factor of all nonzero terms in P1. This motivates writing
P1 = S

(n)
n P2 for some P2 ∈ A[X1, . . . , Xn]. The polynomial P2 must also be

symmetric and since deg(P2) < deg(P1) ≤ deg(P ) = m, the induction hypothesis
lets us write

P2 = Q2(S
(n)
1 , . . . , S(n)

n )

We no have that

P (X) = Q0(S
(n)
1 , . . . , S

(n)
n−1) + P1(X1, . . . , Xn) =

= Q0(S
(n)
1 , . . . , S

(n)
n−1) + S(n)

n Q2(S1, . . . , Sn).

Letting Q = Q0 + Y nQ2 proves the existence of Q. To show uniqueness, we
will consider the polynomial Q − Q′ = H ∈ A[Y1, . . . , Yn]. If Q(S1, . . . , Sn) =
Q′(S1, . . . , Sn), then H(S1, . . . , Sn) = 0. So, it is enough to show that for any
polynomial H ∈ A[Y1, . . . , Yn] such that H(S1, . . . , Sn) = 0, we have that H = 0.
Again we show this by induction. The base case n = 1 follows directly from the
fact that H(S1) = H(X1). The second base case is on the degree of H. If H has
degree zero, it is a constant and the statement holds, independently of n.

The induction hypothesis is that the statement is true for all polynomials in n− 1
variables, and also that it holds for polynomials in n variables if they have degree
less than m. Now, if H is a polynomial in n variables of degree m, and that
H(S1, . . . , Sn) = 0. Then for Xn = 0 we have

0 = H(S
(n)
1 (X1, . . . , Xn−1, 0), . . . , S(n)

n (X1, . . . , Xn−1, 0)) =

= H(S
(n−1)
1 (X1, . . . , Xn−1), . . . , S

(n−1)
n−1 (X1, . . . , Xn−1), 0).

By the induction hypothesis, H(Y1, . . . , Yn−1, 0) = 0. From this we conclude that
H = Y nH̃, for some polynomial H̃ ∈ A[Y1, . . . , Yn−1] with degree less than m. By
the induction hypothesis, H̃ = 0 which shows that H = 0. �

Theorem 4.3 (Vieta’s Formulas).
Let A be an integral domain and let P = Xn + an−1Xn−1 + · · · + a0 a monic
polynomial of degree n A[X]. Let x1, . . . , xn be the roots of P in some splitting
extension of P . Then, for each coefficient aj of P , we have

an−k = (−1)kSk(x1, . . . , xn).

where the Sk are the elementary symmetric polynomials.
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Proof. The special case of this formula for an−1 has already been shown in the proof
of Theorem 2.4. To show the general case, we start by writing P as the product of
its linear factors:

P = (X − x1) · · · (X − xn).

Expanding the right hand side gives a number of terms, where every term can be
defined by n binary choices, one for each product X − xj . The choice is to either
include X or −xi in the multiplication. We get that each an−kXk in P is the sum
of the terms obtained by these choices where X has degree k. In every term where
X has degree k, there must be n− k number of xi. This gives the formula

(−1)kan−k =
∑

1≤i1<···<ik≤n
xi1 · · ·xik

which proves the theorem. �

A particularly important symmetric polynomial is the discriminant.

Definition 4.4.
The discriminant ∆(P ) of a polynomial P = anX

n+· · ·+a0 with roots x1, . . . , xn
is defined as

∆(P ) = a2n−2n

∏

i<j

(xi − xj)2 = (−1)n(n−1)/2a2n−2n

∏

i 6=j
(xi − xj)

It is clear that a polynomial is separable if and only if its discriminant is nonzero.
A useful formula for the discriminant of a polynomial on the form P = Xn+aX+b
is

∆(P ) = (−1)n(n−1)/2((1− n)n−1an + nnbn−1 [13, p. 26]
This form will be greatly useful in the last section of this paper, but we will not go
into details on how to deduce it.

5. Some Fundaments of Galois Theory

For the more interesting results we will soon explore, Galois Theory is really the
fundament. However, since this topic is so well covered in so many algebra text-
books, we won’t go too deep into all proofs. Most results in this section will just be
stated as a reference, and the interested reader can find find in depth proofs and
reasoning by following the references.

Theorem 5.1 (Eisenstein’s criterion).
Suppose that R is an integral domain and let P = a0 + a1X + · · · + anX

n be a
polynomial with coefficients in R such that a0, . . . , an are coprime. If there is a
prime element p ∈ R for which the following holds

• p divides all ai for 0 ≤ i < n;
• p does not divide an;
• p2 does not divide a0;



HILBERT’S IRREDUCIBILITY THEOREM 19

then P is irreducible in R[X].

Proof. Suppose that P = P1P2 and that

P1 = b0 + b1X + · · ·+ brX
r and P2 = c0 + c1X + · · ·+ csX

s

are not units in R. If r = 0, then P1 = b0 is a constant and we have that b0
divides all coefficients of P . But this is a contradiction since the coefficients of P
are assumed to be coprime. This gives us that r ≥ 1, and by the same reasoning
we get that s ≥ 1. By assumption, p2 does not divide a0 = b0c0 so p cannot divide
both b0 and c0. Assume p does not divide c0. Again by assumption, p does not
divide an = brcs, so p does not divide br. Let i be the least integer such that p does
not divide bi. We get that 0 ≤ i ≤ r < n and since p divides fi we can write

p | (bic0 + bi−1c1 + · · ·+ b0ci)

with cj = 0 for j > s. Since p divides all bk with k < i we get that p divides bic0.
But as p is prime, this means that p | bi or p | c0, which is a contradiction. So P is
irreducible. �

Definition 5.2.
If K is a field and P ∈ K[X] is a polynomial with P = a0 + a1X + · · · + anX

n,
then the reciprocal polynomial P ∗ of P is defined as

P ∗ = an + an−1X + · · ·+ a0X
n

This can also be written as XnP (1/X) which shows the following proposition.

Proposition 5.3. [6, p. 39]
Let K be a field and let P ∈ K[X] be a polynomial with nonzero constant term.
Then α is a root of P if and only if α−1 is a root of the reciprocal polynomial P ∗.
Furthermore, if P is irreducible then P ∗ is irreducible.

Proof. If α 6= 0, then (α−1)nP (α) = 0 if and only if P (α) = 0. This gives the first
part of the proposition. To prove the second part, we assume that P is irreducible
and that P ∗ is reducible. Say P has degree n and write P ∗ = QR, where Q and
R are nonconstant polynomials of degree k and m respectively. By definition, the
polynomial P is the reciprocal of P ∗ so we get

P (X) = XnP ∗(1/X) = XkQ(1/X)XmR(1/X).

But this means that P (X) is reducible which is a contradiction, so P ∗ must be
irreducible. �

Proposition 5.4. [1, pp. 41–42.]
Let K ⊂ L be a field extension and let P and Q be two polynomials with coefficients
in K. Then, the greatest common divisor of P and Q as polynomials in L[X] is
equal to the greatest common divisor of P and Q as polynomials in K[X].

Lemma 5.5 (Gauss’ Lemma). [1, p. 42.]
Let P be a polynomial in F [X]. If A and B are two polynomials in F [X] such that
P divides AB, then P divides A or P divides B. Furthermore, if K is the quotient
field over F and P is irreducible in F [X], we have that P is also irreducible in
K[X].
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Definition 5.6.
Any field homomorphism j : K → L is called a field extension.

A field homomorphism is always injective [1, p. 9] and in most cases it makes sense
to identify K with its image in L. In this text, we will consider field extensions
where K is a subfield of L and write the field extension as K ⊂ L (this corresponds
to the field homomorphism where j is the inclusion mapping). Looking at L as
an K-vector space with scalar multiplication K × L → L defined by k · ` = j(k)`
justifies the following definition.

Definition 5.7.
The degree of a field extension j : K → L is the degree of L as an K-vector space.
We write this as [L : K] and say that K ⊂ L is a finite extension if [L : K] is finite.

Definition 5.8.
If P is a nonconstant polynomial with coefficients in K and K ⊂ L is a field
extension, then L is called a splitting extension of P it there exist x1, . . . , xn ∈ L
such that

(1) The polynomial P can be factored into linear factors over L, i.e.

P = c

n∏

i=1

(X − xi),

where n is the degree of P and c is the leading coefficient of P .

(2) The field L is the smallest field in which (1) applies, i.e. L = K(x1, . . . , xn).

Definition 5.9.
If K ⊂ L is a field extension, then an element α ∈ L is algebraic over K if
there exists a polynomial P ∈ K[X] such that P (α) = 0. The monic polynomial
of least degree with coefficients in K that has α as a root is called the minimal
polynomial of α. A field extension K ⊂ L is said to be algebraic if any element
in L is algebraic over K.

Definition 5.10.
A field K is said to be algebraically closed if any nonconstant polynomial of
K[X] has a root in K. Furthermore, an algebraic closure of K is an algebraic
extension K ⊂ Ω where Ω is an algebraically closed field.

Definition 5.11.
Let K ⊂ L be an algebraic extension and Ω be an algebraic closure on K. A
polynomial P with coefficients in a field K is separable if its roots in Ω are distinct.
We say that an element α ∈ L is separable over K if its minimal polynomial is
separable. If the minimal polynomial of every element α ∈ L is separable, then
K ⊂ L is called a separable extension.
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Lemma 5.12. [1, p. 56]
Let K be a field and let P be a polynomial in K[X]. Then the following holds:

(1) P is separable if and only if it P and its formal derivative P ′ are coprime.

(2) A root α of P is multiple if and only if P ′(α) = 0.

Proposition 5.13. [2, p. 273]
If K ⊂ L is a field extension and α ∈ L is algebraic over K with minimal poly-
nomial P ∈ K[X], then K(α) is isomorphic to K[X]/〈P 〉, where 〈P 〉 is the ideal
generated by P .

Corollary 5.13.1.
If an element α is algebraic over K, then K(α) = K[α]. In particular, if P ∈ K[X]
is a polynomial with roots x1, . . . , xn, then the splitting field K(x1, . . . , xn) over P
is equal to K[x1, . . . , xn]

We won’t prove this corollary in detail, but the idea is simply to note that the
mapping from K[X]/〈P 〉 to K[α] defined by

Q(X) + 〈P (X)〉 7→ Q(α) + 〈P (α)〉 = Q(α)

is a bijection.

Theorem 5.14 (Primitive Element Theorem). [1, p. 66 ]
Let K ⊂ L be a finite separable extension. Then, there exists an element x ∈ L
such that L = K[x].

Definition 5.15.
An automorphism on L is a bijective mapping φ : L → L. The group of all
automorphisms on L is denoted Aut(L).

Definition 5.16.
A finite field extension K ⊂ L is called a Galois extension if the group

Aut(L/K) = {φ ∈ Aut(L) | φ(a) = a for all a ∈ K}
has cardinality [L : K]. The group Aut(L/K) is then called its Galois group.

Definition 5.17.
If G is a group that acts on a set X, we say that G acts transitively on X if for
all x, y ∈ X there is a g ∈ G such that g(x) = y. If G acts transitively on the set
X, then G is said to be doubly transitive if for every xi ∈ X, the stabilizer Gxi
acts transitively on the remaining elements of X.

Proposition 5.18. [1, pp. 65–66]
Let K be a field and let P ∈ K[X] be a separable polynomial. Let K ⊂ L be a
splitting extension of P and G = Gal(L/K). Then, the action of G on the roots of
P is transitive if and only if P is irreducible in K[X].
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Proposition 5.19. [1, p. 60]
Let K ⊂ L be a finite extension. The following conditions are equivalent:

(1) The extension K ⊂ L is Galois.

(2) The extension K ⊂ L is separable and any irreducible polynomial in K[X]
with a root in L is split in L.

(3) There exists a separable polynomial P ∈ K[X] for which the extension
K ⊂ L is a splitting extension.

Lemma 5.20 (Artin’s Lemma). [1, p. 61]
Let L be a field and let G be a finite group of automorphisms on L. The set

K = LG = {x ∈ L | σ(x) = x for all σ ∈ G}
is a subfield of L and the extension K ⊂ L is Galois with Galois group G.

Theorem 5.21 (Galois correspondence). [1, p. 60]
Let K ⊂ L be a finite Galois extension with G = Gal(L/K). Then the following
holds:

(1) For any subgroup H ⊂ G, the set

LH = {x ∈ L | σ(x) = x for all σ ∈ H}
is a subfield of L containing K.

(2) For any field E such that K ⊂ E ⊂ L, the extension E ⊂ L is Galois and

Gal(L/E) = {σ ∈ G | σ(x) = x for all x ∈ E}
(3) There is a bijection between the set of subgroups of G and the set of subfields

of L that contain K. This bijection is defined by the map H 7→ LH , which
has the inverse E 7→ Gal(L/E). Furthermore, if H ⊂ H ′ then LH ⊂ LH

′
,

and if E ⊂ E′, then Gal(L/E′) ⊂ Gal(L/E).

We end this section with an example related to the previous section on symmetric
polynomials as well as coming sections about the Inverse Galois Problem.

Example 5.22.
If S1, . . . , Sn are the elementary symmetric functions over variables X1, . . . , Xn,
then the function field Q(X1, . . . , Xn) is a Galois extension of Q(S1, . . . , Sn) with
the symmetric group Sn as Galois group.

Proof. Let P = (Y − X1) · · · (Y − Xn). As showed in the proof of Theorem 4.3,
the coefficients of this polynomial are S1(X1, . . . , Xn), . . . , Sn(X1, . . . , Xn), so P is
in Q(S1, . . . , Sn)[Y ]. Furthermore, Q(X1, . . . , Xn) = Q(X) is a splitting field for P
over Q(S1, . . . , Sn) = Q(S), so it is a Galois extension. We can look at the Galois
group Gal(Q(X)/Q(S)) as a subgroup of Sn, permuting the roots of P . Since
all elements of Q(S) stays invariant under all permutation in Sn, we have that
Gal(Q(X)/Q(S)) is in fact equal to Sn. �
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6. Numbering of Roots

Galois Theory is named after the French mathematician Évariste Galois (1811–1832)
who did groundbreaking work in this topic. However, the approach described in
the previous section was not the one originally used by Galois. Instead it was de-
veloped through the study of permutations of the roots of a polynomial. We will
use this approach to reach some initial connections between Hilbert’s Irreducibility
Theorem and Galois Theory.

Definition 6.1.
Let P ∈ K[X] be a separable polynomial of degree n, and let L be a splitting
extension of K. Denote by R ⊂ L the set of roots of P . A numbering of R is a
bijection ν : {1, . . . , n} → R.

Proposition 6.2.
Let P , K, L, R and ν be as in Definition 6.1. Furthermore let λν : Gal(L/K)→
Sn be a mapping defined by ν, such that ν(λν(g)(i)) = g(ν(i)) for all g ∈ Gal(L/K),
i ∈ {1, . . . , n}. Then, λν is an injective group homomorphism. In particular, for
any g ∈ Gal(L/K) its image λν(g) permutes the elements of R.

Proof. Since g ∈ Gal(L/K) is a field automorphism, g(0) = 0. Furthermore, g acts
on P coefficient-wise. So if r ∈ R, then g(P (r)) = P (g(r)) = 0, and g(r) ∈ R.
An automorphism is bijective, so in particular the restriction of g to R is injective,
and since R is finite it is in fact a bijection. Hence, ν−1 ◦ g ◦ ν is a composition of
bijections on R, so it is itself a bijection on R. In other words, it is a permutation
of R. So , since λν(g)(i) = ν−1(g(ν(i))), λν(g) is that same permutation of R and
λν(g) ∈ Sn. For g, g′ ∈ Gal(L/K) we get

λν(gg′)(i) = ν−1 ◦ g ◦ g′ ◦ ν(i) = ν−1 ◦ g ◦ g′ ◦ ν(i) =

= ν−1 ◦ g ◦ ν ◦ ν−1 ◦ g′ ◦ ν(i) = λν(g) ◦ λν(g′)(i),

so λν is a group homomorphism. Now, to see that λν is injective suppose λν(g) =
λν(g′). Then for all i ∈ {1, . . . , n} we have that

ν−1 ◦ g ◦ ν(i) = ν−1 ◦ g′ ◦ ν(i)⇔ g(i) = g′(i)

and so λν is injective. �

This proposition lets us look at a Galois group as a subgroup of Sn. It is clear that
it as such depends on the numbering of the roots. For now, we will just make use
of the fact that the Galois group can be regarded as a permutation group. In the
next section however, we will make use of the differences depending of numberings
more explicitly.

Throughout the rest of this section, let P be a polynomial over a field K and let
Ω be an algebraic closure of K. Furthermore, let L be the splitting extension of K
generated by the roots x1, . . . , xn of P in Ω and let G = Gal(L/K) be the Galois
group of this splitting extension. When possible, we will denote variables Y1, . . . , Yn
with Y .
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Lemma 6.3.
For any σ ∈ Sn, let ξσ = x1Yσ(1) + · · ·+xnYσ(n) ∈ L[Y ]. Then the following holds:

(1) For any element τ ∈ G, τ(ξσ) = ξστ−1

(2) The extension K(Y ) ⊂ L(Y ) is Galois, with Galois group G.

(3) The polynomial ξ = ξid = x1Y1 + · · ·+ xnYn is a primitive element.

Proof. a) We define the action of G on L[Y ] by letting elements of G act on the
coefficients of a polynomial in L[Y ]. In particular, by Proposition 6.2 it acts on the
xi by permuting i. Hence, for any τ ∈ G, we get

τ(ξσ) =
n∑

i=1

τ(xi)Yσ(i) =
n∑

i=1

xτ(i)Yσ(i).

By letting j = τ(i), we get that σ(i) = σ(τ−1(j)) and so
n∑

i=1

xτ(i)Yσ(i) =
n∑

j=1

xjYσ(τ−1(j)) = ξστ−1 ,

and a) is proved.

b) Let R = P/Q ∈ L(Y ). Like in a), we define an action of G on L(Y ) by
letting G act on the coefficients of P and Q respectively. Denote by id ∈ G the
identity mapping of L. Then we have

R =
P

Q

∏

τ∈G\{id}

τ(Q)

τ(Q)
=

P
∏
τ 6=id

τ(Q)

∏
τ
τ(Q)

.

The denominator D of this expression is invariant under G, since τ ′
(∏
τ
τ(Q)

)
=

∏
τ
τ(Q) for any τ ′ ∈ G. Therefore the denominator belongs to K[Y ]. Now, let

N = RD be the numerator of the fraction. Since D is invariant under G, R is
invariant under G if and only if N is. Since N ∈ L[Y ], it is invariant under G if
and only if it belongs to K[X]. From this we can conclude that L(Y )G = K(Y ),
and so b) follows directly from Artin’s lemma.

c) Since K(Y , ξ) is the smallest field that contains K(L) and ξ, we have that
K(L) ⊂ K(L, ξ) ⊂ L(Y ). Furthermore, by a), we have that τ(ξid) = ξτ−1 . There-
fore, τ = id is the only element of G such that τ(ξ) = τ . By Galois correspondance,
we can now conclude that the extension K(Y , ξ) ⊂ L(Y ) is Galois with the Galois
group

Gal(L(Y )/K(Y , ξ)) = {τ ∈ G | ∀x ∈ K(Y , ξ) : τ(x) = x} = {id ∈ G}.
Therefore, K(Y , ξ) = L(Y ) and ξ is a primitive element. � �

Corollary 6.3.1.
The polynomial

Mξ(T ) =
∏

τ∈G
(T − τ(ξ))

is the minimal polynomial of ξ over K(Y ).
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Proof. By the previous lemma, we have that
∏

τ∈G
(T − τ(ξ)) =

∏

τ∈G
(T − ξτ ),

so ξ is a root ofMξ. Since all its roots are on the for ξ Since it is invariant under G,
its coefficients belong to K(Y ). Furthermore, it is irreducible in K(Y )[T ] since G
acts transitively on its roots and by construction it is monic, so it is minimal. �

We will now define another polynomial in L(Y )[T ]:

RP (T ) =
∏

σ∈Sn
(T − ξσ) =

∏

σ∈Sn
(T − (x1Yσ(1) + · · ·+ xnYσ(n)))

It turns out that this polynomial gives us a tool to explicitly compute the Galois
group Gal(L/K). However, to do this we need to know the roots of P , and the
computations will be very impractical (and even impossible for large Galois groups).
Instead we will use this result theoretically further on.

Proposition 6.4.
The polynomial RP (T ) is separable with coefficients in K.

Proof. The coefficients of RP (T ) is determined by the roots ξσ. By letting τ ∈ G
act on ξσ, we get τ(ξσ) = ξστ−1 (by the previous lemma). Since στ−1 ∈ Sn, RP (T )
in invariant under all elements of G, and so the coefficients of RP (T ) belongs to
K. That it is separable follows from the assumption that P is separable, hence all
x1, . . . , xn are unique and so all ξσ are unique. �

From this proposition and the fact that K(Y )[T ] is an integral domain, we can
conclude that there is a unique factorization of RP (T ) in K(Y )[T ]. Since RP (T )
might actually already be split in K[T ], this factorization could be the same as in
K[T ], as we will see in Example 6.6. In the general case however, we will consider
a factorization RP (T ) = M(T )Q(T ) ∈ K(Y )[T ]. Since T − ξ is a root of RP (T )
in L(Y )[T ], we can assume that M is divisible by T − ξ in L(Y )[T ]. Furthermore,
if M is irreducible, we get that it is unique up to units, since K(Y )[T ] is a unique
factorization domain. Finally, if M is monic, it is a unique. Thus letting M be the
unique monic irreducible factor of RP (T ) divisible by T − ξ is well defined, which
leads us to the following theorem.

Theorem 6.5.
Let M ∈ K(Y )[T ] be the factor of RP (T ) as defined above. Then M = Mξ and
furthermore, σ ∈ Sn belongs to G if and only if

M(Y1, . . . , Yn, T ) = M(Yσ(1), . . . , Yσ(n), T )

Proof. Since M and Mξ have T − ξ as a common factor in L(Y )[T ] they have
nontrivial g.c.d. in L(Y )[T ]. Then, by Proposition 5.4 this is also their g.c.d. in
K(Y )[T ]. But as they are both irreducible and monic in K(Y )[T ], they must be
equal. Therefore, we have that

M(Y1, . . . , Yn, T ) =
∏

τ∈G
(T − (x1Yτ(1) + · · ·+ xnYτ(n)))
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and for σ ∈ Sn we get

M(Yσ(1), . . . , Yσ(n), T ) =
∏

τ∈G
(T − (x1Yτ(σ(1)) + · · ·+ xnYτ(σ(n)))) =

=
∏

τ∈Gσ
(T − (x1Yτ(1) + · · ·+ xnYτ(n))).

We see that the last part of this expression is equal to M(Y1, . . . , Yn, T ) if and only
if Gσ = G, which is the same as saying that σ ∈ G. �

Example 6.6.
To see how inconvenient this theorem is for actually computing Galois groups,
consider the polynomial P = x2 + 1 over R. In the algebraic closure C of R, P has
the roots i and −i. So we get that

RP (T ) =
∏

σ∈S2

(T − (x1Yσ(1) + x2Yσ(2)) =

=(T − (iY1 − iY2))(T − (iY2 − iY1)) =

=(T + i(Y2 − Y1)(T − i(Y2 − Y1)) =

=T 2 + (Y2 − Y1)2.

This polynomial is irreducible in R(Y )[T ], and so M = RP and M(Y1, Y2, T ) =
M(Yσ(1), Yσ(2), T ) for all σ ∈ S2. Therefore the Galois group Gal(C/R) = S2.
This example is doable, even though there are easier ways of determining this
Galois group. However, we can see that for polynomials P of higher degree, the
degree of RP will be too big to handle.

Note that the definition of ξid = x1Y1 + · · ·+ xnYn is dependant on the numbering
of the roots of P . More explicitly, we can let ξν,σ = ν(1)Yσ(1) + · · ·+ ν(n)Yσ(1) for
some numbering ν. Now recall the mapping λν from Proposition 6.2. Denote by
Gν its image λν(G) = {σ ∈ Sn | ∃g ∈ G : λν(g) = σ}. Then we can write the
minimal polynomial of ξν as

RP,ν(T ) =
∏

τ∈G
(T − (τ(ν(1))Y1 + · · ·+ τ(ν(n))Yn))

=
∏

σ∈Gν
(T − (ν(σ(1))Y1 + · · ·+ ν(σ(n))Yn)) .

The notation RP,ν is motivated by the following proposition.

Proposition 6.7. Let ν be a numbering of the roots of P and let C be a set
containing one representative from each left coset of Gν . Then we have that

RP =
∏

τ∈C
RP,ν◦τ

Proof. The polynomial RP is independent of the numbering ν, since RP might as
well be defined by permutations of the roots x1, . . . , xn as of the variables Y1, . . . , Yn.
More specifically, with N being the set of all numberings of the roots of P , we can
write

RP (T ) =
∏

µ∈N

(T − (µ(1)Y1 + · · ·+ µ(n)Yn))
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If ν is a specific numbering, we have that every numbering in N can be described
as ν ◦ δ for some δ ∈ Sn. Since Gν is a subgroup of Sn, the left cosets of Gν form
a partition of Sn. Hence, every permutation in Sn is uniquely defined by τ ◦ σ for
some τ ∈ C and some σ ∈ Gν . This gives us

∏

τ∈C
RP,ν◦τ =

∏

τ∈C

∏

σ∈Gν
(T − (ν(τ ◦ σ(1))Y1 + · · ·+ ν(τ ◦ σ(n))Yn)) =

=
∏

µ∈N

(T − (µ(1)Y1 + · · ·+ µ(n)Yn)) = RP

which proves the proposition. �

7. Specialization of Polynoials and Galois Groups

Now we will look at special mappings of a field, and in particular those mappings
applied on polynomials over a field. We will define it in general terms, but for
this text we will mostly be interested in one particular such mapping, namely
the evaluation mapping of the coefficients of a polynomial over a field of rational
functions.

Definition 7.1.
Let K and k be fields and let ϕ : K → k ∪ {∞} be a mapping such that ϕ(1) = 1.
Then ϕ is a place of K if it satisfies the following properties:

(1) if ϕ(x) and ϕ(y) are not both∞, then ϕ(x+y) = ϕ(x)+ϕ(y), with a+∞ =
∞ for all a ∈ k;

(2) if {ϕ(x), ϕ(y)} 6= {0,∞}, then ϕ(xy) = ϕ(x)ϕ(y), with a∞ = ∞ for
nonzero a ∈ k ∪ {∞}.

In the case of applying a place to a polynomial, we call this a specialization of
that polynomial. A specialization that will be of particular interest for us comes
from the following, rather obvious but still important proposition.

Proposition 7.2.
Let K(T ) be the field of rational functions over a field K and let P ∈ K(T ) be a
rational function. Furthermore, let t be an element in K such that P (t) ∈ K or t
is a pole of P . Then the map

ϕt : K(T )[X]→ K[X] ∪∞ ;
{
P 7→ P (t,X) if t is not a pole of P
P 7→ ∞ if t is a pole of P

is a place of K(T ).

Proof. Let P and Q be rational functions in K(T ) and suppose ϕt(P ) and ϕt(Q)
are not both ∞. Then t is not a pole of both P and Q. If t is not a pole of
neither P nor Q, then (P + Q)(t) = P (t) + Q(t). Assume now that ϕt(P ) = ∞
and ϕt(Q) 6= ∞. We can write P (T ) = R1(T )

D1(T )(T−t) for some R1, D1 ∈ K[T ] with
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T − t not being a factor of R1. Since ϕt(Q) 6= ∞, t is not a pole of Q. So with
Q(T ) = R2(T )

D2(T ) we have that T − t is not a factor of D2. Then we can write

P +Q =
R1(T )

D1(T )(T − t) +
R2(T )

D2(T )
=

R1(T )D2(T )

D1(T )(T − t) +
R2(T )D1(T )

D2(T )

and since T − t doesn’t factor neither R1 nor D2 we have that (P +Q)(t) =∞. So,
in both cases we have

ϕt(P +Q) = ϕt(P ) + ϕt(Q),

which varifies (1) in the definition of a place.

Now let {ϕt(P ), ϕt(Q)} 6= {0,∞}. Suppose t is a pole of one of the functions,
P say. Then P (T ) = R1(T )

D1(T )(T−t) as above. We also have that Q(t) 6= 0, so T − t is
not a factor of Q. But then the factor 1/(T − t) cannot be canceled in PQ, and so
t is a pole of PQ and ϕt(PQ) =∞ = ϕt(P )ϕt(Q). And as above, if t is not a pole
of neither P nor Q, then (PQ)(t) = P (t)Q(t). So

ϕt(PQ) = ϕt(P )ϕt(Q)

holds in both cases, which varifies (2) in the definition of a place. The condition
ϕt(1) = 1 is trivial, so ϕt is a place. �

Definition 7.3.
If ϕ : K → k ∪ {∞} is a place, then the set

ϕ−1(k) = {x ∈ K : ϕ(x) 6=∞}
is called the valuation ring of ϕ.

Proposition 7.4.
Let A be a valuation ring of a place ϕ : K → k ∪ {∞}. Then A is an integrally
closed subring of K.

Proof. First we show that A is a subring. We already know that 1 ∈ A, so A is not
empty. If x, y ∈ A we have that ϕ(x+ y) = ϕ(x) + ϕ(y) ∈ k. So A is closed under
addition. Similarly, ϕ(xy) = ϕ(x)ϕ(y) ∈ k so A is also closed under multiplication.

If ϕ(x) 6= ∞, then ϕ(x + 0) = ϕ(x) + ϕ(0) 6= ∞. So ϕ(0) 6= ∞ and 0 ∈ A. For
all x ∈ A, we have that ϕ(0) = ϕ(x − x) = ϕ(x) + ϕ(−x). Since ϕ(x) 6= ∞ and
ϕ(0) 6=∞ we have that ϕ(−x) 6=∞ and −x ∈ A.

That A is integrally closed is to say that for any x in an algebraic closure Ω
of K, the statement that there exists a monic polynomial P ∈ A[X] such that
P (x) = 0 is equivalent to saying that x ∈ A. If x ∈ A the implication is trivial,
since P = X − x ∈ A[X]. For the other direction, we will actually show an even
stronger result. Our claim is that if there is a monic polynomial P ∈ A[X] such that
P (x) ∈ A, then x ∈ A. Since 0 ∈ A, proving this claim finishes the whole proof. We
will do this by induction on the degree n ≥ 1 of P . If deg(P ) = 1, then P = X−a0
for some a0 ∈ A. If P (x) ∈ A, then ϕ(P (x)) = ϕ(x+ a0) = ϕ(x) + ϕ(a0) 6=∞. So
ϕ(x) 6= ∞ and x ∈ A. This shows the claim holds for the base case n = 1. The
induction hypothesis is now that the claim holds for polynomials of degree less than
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n. Let P = Xn + an−1Xn−1 + · · · + a1X + a0 be a monic polynomial in A[X] of
degree n such that P (x) ∈ A. Then,

ϕ(P (x)) = ϕ(xn + an−1x
n−1 + · · ·+ a1x) + ϕ(a0) 6=∞.

Since ϕ(a0) 6=∞, we have that

ϕ(xn + an−1x
n−1 + · · ·+ a1x) = ϕ(x(xn−1 + an−1x

n−2 + · · ·+ a1)) 6=∞.
Assume now that ϕ(x) =∞. Then by the last inequality,

ϕ(xn−1 + an−1x
n−2 + · · ·+ a1) = 0.

But this means that xn−1 + an−1xn−2 + · · · + a1 ∈ A, so letting Q = Xn−1 +
an−1Xn−2 + · · ·+ a1 we have that Q is a monic polynomial in A[X] of degree n− 1
for which Q(x) ∈ A. By the induction hypothesis x ∈ A, which contradicts the
assumption that ϕ(x) = ∞, so x is in fact in A. This shows that the claim holds
for P , and so A is integrally closed. �

Lemma 7.5 (Gauss’ lemma for valuation rings).
Let A be a valuation ring of a place ϕ : K → k ∪ {∞} and let P and Q be two
monic polynomials in K[X]. If P ∈ A[X] and Q divides P in K[X], then Q ∈ A[X]

Proof. If deg(Q) = deg(P ), then Q = P and the statement is trivial. Assume that
deg(Q) < deg(P ).

Since A is integrally closed, all roots x1, . . . , xn of P are in A. We can write

P =

n∏

i=1

(X − xi),

and since Q divides P , we have that

Q =
∏

I

(X − xi)

for some I ⊂ {1, . . . , n}. The coefficients of Q are therefore products of elements
in A, so Q ∈ A[X]. �

For the rest of this section, let ϕ : K → k ∪ {∞} be a place with valuation ring
A. Let P ∈ A[X] be a monic polynomial of degree n such that ϕ(P ) ∈ k[X] is
separable (as a consequence of Lemma 5.12 P is then also separable). Let L be a
splitting extension of P over K and ` be a splitting extension of ϕ(P ) over k, with
Galois groups G = Gal(L/K) and H = Gal(`/k).

Lemma 7.6.
The polynomial RP belongs to A[T,Y ], and Rϕ(P ) = ϕ(RP ).

Proof. Consider the polynomial

R =
∏

σ∈Sn
(T − (

n∑

i=1

Xσ(i)Yi)).

It is symmetric in X1, . . . , Xn, and by writing

R =
∑

I=(i0,...,in)

RI(X)T i0Y i11 · · ·Y inn ,
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with
n∑
j=0

ij = n, we can regard it as a polynomial in T,Y . Since its coefficients

RI(X) ∈ Z[X] only depend on X1, . . . , Xn, we get that RI(X) is also symmetric.
By Fundamental Theorem of Symmetric Polynomials, there is a polynomial R̃I ∈
Z[S1, . . . , Sn] for every I, such that R(X) = R̃(S1(X), . . . , Sn(X)). With P =
Xn+a1X

n−1 + · · ·+an and x1, . . . , xn being the roots of P in L, we get by Vieta’s
Formulas that

aj = (−1)jSj(x1, . . . , xn).

Since
RP =

∑

I=(i0,...,in)

RI(x1, . . . , xn)T i0Y i11 · · ·Y inn ,

we get that

RP =
∑

I=(i0,...,in)

R̃I(S1(x1, . . . , xn), . . . , Sn(x1, . . . , xn))T i0Y i11 · · ·Y inn =

=
∑

I=(i0,...,in)

R̃I(−a1, . . . , (−1)nan)T i0Y i11 · · ·Y inn .(1)

Then, since the coefficients aj of P belongs to A, RP ∈ A[T,Y ].

Letting ϕ act on the coefficients of P , we get

ϕ(P ) = Xn + ϕ(a1)Xn−1 + · · ·+ ϕ(an).

It is a polynomial of degree n with coefficients ϕ(aj). By assumption, it is also
separable with roots x̃1, . . . , x̃n in `. Relation (1) we can write

Rϕ(P ) =
∑

I=(i0,...,in)

R̃I(−ϕ(a1), . . . , (−1)nϕ(an))T i0Y i11 · · ·Y inn .

Furthermore, since R̃I ∈ Z[S], we have that R̃I(−a1, . . . , (−1)nan) can be written
only with addition and multiplication of powers of the elements a1, . . . , an (i.e.
without coefficients). By the definition of a place, this means that

ϕ(R̃I(−a1, . . . , (−1)nan) = R̃I(−ϕ(a1), . . . , (−1)nϕ(an)).

This gives us

ϕ(RP ) =
∑

I=(i0,...,in)

ϕ(R̃I(−a1, . . . , (−1)nan))T i0Y i11 · · ·Y inn =

=
∑

I=(i0,...,in)

R̃I(−ϕ(a1), . . . , (−1)nϕ(an))T i0Y i11 · · ·Y inn = Rϕ(P ),

and the lemma is proved. �

Lemma 7.7.
Let ν be a numbering of the roots of P in L. Then, the polynomial RP,ν belongs
to A[T,Y ].

Proof. First, we note that we in fact have extended ϕ to be a map from K[T,Y ]
to k[T,Y ] ∪ {∞} by letting ϕ act on coefficients of polynomials. As such, A[Y ] is
the valuation ring of ϕ. Since RP,ν divides RP and since RP ∈ A[T,Y ], we have
by Lemma 7.5 that RP,ν ∈ A[T,Y ] �
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Definition 7.8.
A numbering ν of the roots of P and a numbering µ of the roots of ϕ(P ) are said
to be compatible if Rϕ(P ),µ divides Rϕ(P ),ν .

Theorem 7.9. Let ν be a numbering of the roots of P , and let λν : Gal(L/K)→ Sn

be its corresponding embedding with image Gν . Then, there exists a numbering µ
of the roots of ϕ(P ) which is compatible with ν. The image Hµ of its corresponding
embedding λµ : H → Sn is a subgroup of Gν .

Proof. By Proposition 6.7 we can write RP = RP,νQ for some polynomial Q. By
applying ϕ to both sides we get ϕ (RP ) = ϕ (RP,νQ) and by the previous lemmas we
can write Rϕ(P ) = ϕ (RP,ν)ϕ (Q), with ϕ (Q) ∈ A[T,Y ]. Hence, irreducible factors
of RP,ν divide Rϕ(P ). Again by Proposition 6.7, this means that they are on the
form Rϕ(P ),µ for some numberings µ of the roots of ϕ(P ) in `. By construction,
this means that they the numberings compatible with ν. Let N be the set of these
numberings and we get

ϕ(RP,ν) =
∏

µ∈N
(T − (µ(1)Y1 + · · ·+ µ(n)Yn)).

If σ ∈ Gν , then
RP,ν(T, Yσ(1), . . . , Yσ(n)) = RP,ν(T, Y1, . . . , Yn}.

By applying ϕ to both sides we get
∏

µ∈N
(T − (µ(1)Yσ(1) + · · ·+ µ(n)Yσ(n))) =

∏

µ∈N
(T − (µ(1)Y1 + · · ·+ µ(n)Yn)).

Furthermore, since
∏

µ∈N
(T − (µ(1)Yσ(1) + · · ·+ µ(n)Yσ(n))) =

=
∏

µ∈N
(T − (µ(1)Yσ(1) + · · ·+ µ(n)Yσ(n))) =

=
∏

µ∈N
(T − (µ(σ−1(1))Yσ(σ−1(1)) + · · ·+ µ(n)Yσ(σ−1(n)))) =

=
∏

µ∈Nσ−1

(T − (µ(1)Y1 + · · ·+ µ(n)Yn)),

we get that N = Nσ−1. In other words, for every µ ∈ N and every σ ∈ Gν , there
is a µ′ ∈ N such that µ′ = µσ. But since µσ is distinct for every σ ∈ Gν , there
must be exactly |N | elements in Gν and N = µGν for any µ ∈ N . For such a µ,
the polynomial Rϕ(P ),µ divides ϕ(RP,ν), as concluded above. Therefore it must be
on the form ∏

µ∈N ′
(T − (µ(1)Y1 + · · ·+ µ(n)Yn)),

with N ′ ⊂ N . On the other hand,

Rϕ(P ),µ =
∏

σ∈Hµ
(T − (µ(σ(1))Y1 + · · ·+ µ(σ(n))Yn)) =

=
∏

τ∈µHµ
(T − (τ(1)Y1 + · · ·+ τ(n)Yn)) ,

so µHµ ⊂ N = µGν , which implies that Hµ ⊂ Gν . � �
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8. Some Basic Results Regarding the Inverse Galois Problem

As we saw in Theorem 7.9, a Galois group over Q of a specialized polynomial ϕ(P )
can be regarded as a subgroup of the Galois group over Q(T ) of the polynomial
P . This approach to use Galois groups of some Galois extension of Q(T ) to say
something about what we might call the specialized Galois group can be taken a
few steps further. The reason we are interested in this method is because we want
to find out which groups that appear as Galois groups of some Galois extension
K/Q. This problem is called the Inverse Galois Problem, and it is still unsolved.
However, Hilbert’s Irreducibility Theorem can reduce the problem to finding an
extension over Q(T1, . . . , Tn) for which a group G is the Galois group. We start by
proving an immediate consequence from the irreducibility theorem, which we will
then generalize.

Theorem 8.1.
Let P ∈ Q(T )[X] be a monic polynomial. Let K be a splitting extension of P over
Q(T ), with G = Gal(K/Q(T )). Denote by N(B) the number of integers t ∈ [0, B]
such that t is either a pole of P (T,X) or the Galois group of P (t,X) over Q is not
isomorphic to G. Then there is a real number α < 1 such that N(B) = O(Bα).

Proof. Like in Theorem 3.4, we can assume that P ∈ Z[T,X]. Let n be the degree
of P as a polynomial in X and let γ be a primitive element for K with minimal
polynomial Q ∈ Q(T )[X]. Denote by N the degree of Q, so that N = [K :
Q(T )]. Let D ∈ Q(T ) be a common denominator of the coefficients of Q. Since
Q(T )(γ) = Q(T )(γD), γD is a primitive element and its minimal polynomial has
degree N . The polynomial Q(T,D(T )−1X) is indeed an irreducible polynomial
with γD as a root. However, its leading coefficient is D(T )−N so to get a monic
polynomial we multiply by D(T )N and get D(T )NQ(T,D(T )−1X) as the minimal
polynomial of γD. This polynomial is in Q[T,X], as the factor D(T )N cancels
out all denominators in Q(T,D(T )−1X). Since γ was chosen arbitrarily, we can
assume that Q ∈ Q[T,X]. From Proposition 5.19 we know that Q also is split in
K. So by the next lemma, there is a finite subset Σ ⊂ Q such that for any t /∈ Σ,
the polynomials Q(t,X) and P (t,X) are separable and have a common splitting
extension over Q. Call this splitting extension Kt. From Proposition 7.2, we know
that the valuation mapping P (T,X) 7→ P (t,X) is a place so by Theorem 7.9, the
Galois group Gal(Kt/Q) = H can be considered as a subgroup of G. This gives us

[Kt : Q] ≤ [K : Q(T )] = N.

Now, for t ∈ [0, B] such that t /∈ Σ and Q(t,X) is irreducible in Q[X], we have that
Q(t,X) has N distinct roots not in Q. For all such t we get that [Kt : Q] ≥ N ,
and so H is isomorphic to G. By Theorem 3.4, there exists an α < 1 such that the
number Ñ(B) of integers t ∈ [0, B] such that Q(t,X) is reducible in Q[X] satisfies
Ñ(B) = O(Bα) (note that t is not a pole of Q as it belongs to Q[T,X]). Since
Σ is finite, the number of t ∈ Σ is obviously bounded. If N(B) is the number of
t ∈ [0, B] for which G not isomorphic to H we have that N(B) ≤ Ñ(B) + |Σ| and

N(B)/Bα ≤ Ñ(B)/Bα + |Σ|/Bα

which remains bounded as B →∞. �
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Lemma 8.2.
Let P ∈ Q(T )[X] be a monic irreducible polynomial and let Q(T ) ⊂ K be a
splitting extension of P . Let y ∈ K be a primitive element with minimal polynomial
Q ∈ Q(T )[X]. Then, there exists a finite subset Σ ⊂ Q such that for any t /∈ Σ,
the polynomials Q(t,X) and P (t,X) are separable and have a common splitting
extension.

Proof. Let x1, . . . , xn be the roots of P in K. Take polynomials Ai ∈ Q(T )[Y ] such
that xi = Ai(y), for any i ∈ {1, . . . , n}. These polynomials are well defined since
all elements of K can be written as linear combinations of powers of y. This lets
us write

P (T,X) =
n∏

i=1

(X −Ai(T, y)).

Consider now the following polynomial with coefficients in Q(T )[Y ]:

P (T,X)−
n∏

i=1

(X −Ai(T, Y )).

All coefficients of this polynomial vanish at Y = y, and so Q must be a factor of
these coefficients. Therefore, there is a polynomial R ∈ Q(T )[X,Y ] such that

P (T,X) =
n∏

i=1

(X −Ai(T, Y )) +R(T,X, Y )Q(T, Y ).(1)

Now, let B ∈ Q(T )[X1, . . . , Xn] be such that B(T, x1, . . . , xn) = y. This is well
defined since K is generated by the roots of P . The polynomial

Y −B(T,A1(Y ), . . . , An(Y ))

vanishes at y. So Q divides its terms and we get

Y = B(T,Ai(T, Y ), . . . , An(T, Y )) + S(T, Y )Q(T, Y )(2)

for some S ∈ Q(T )[Y ]. Since Q is split in K there are polynomials Ci ∈ Q(T )[Y ]
such that

Q(T,X) =

m∏

i=1

(X − Ci(T, y)).

As above, we use this to write

Q(T,X) =
m∏

i=1

(X − Ci(T, Y )) + U(T,X, Y )Q(T, Y )(3)

for som U ∈ Q(T )[X,Y ].

The coefficients of the polynomials P,Q,A1, . . . , An, B,C1, . . . , Cm, R, S all belong
to Q(T ). Let Σ be the set of all t ∈ Q such that either t is a pole of one of these co-
efficients, or such that the discriminant of P or Q vanishes at t. Each coefficient has
finitely many poles, and the discriminant is a single variable polynomial depending
on t, so it has finitely many roots. Hence Σ is a finite set. For any t /∈ Σ, the
polynomials P (t,X) and Q(t,X) are separable, since their discriminant is nonzero.
And since t /∈ Σ is not a pole of any of said coefficients, relation (1), (2) and (3)
hold for T = t.

Now we only have to show that for any t ∈ Q \ Σ, the polynomials P (t,X) and
Q(t,X) are split in exactly the same extensions. Let L be an extension of Q in



34 V. LISINSKI

which Q(t,X) has a root α. For any i ∈ {1, . . . , n}, let ξi = Ai(t, α). From relation
(1) we have that

P (t,X) =
n∏

i=1

(X − ξi),

so P is split in L.

Conversely, let L be an extension of Q in which P (t,X) is split with roots ξ1, . . . , ξn.
Let α be a root of Q(t,X) in some extension L′ of L. Again by (1), we have that
the roots of P in L′ the Ai(t, α) for 1 ≤ i ≤ n. Hence, there is a permutation
σ ∈ Sn such that Ai(t, α) = ξσ(i) for all i. From relation (2) we then have that

α = B(t, ξσ(1), . . . , ξσ(n)) ∈ Q[ξ1, . . . , ξn].

So, α ∈ L and so we get from (3) that

Q(t,X) =
m∏

i=1

(X − Ci(t, α))

and Q(t,X) is split in L. �

The results from Theorem 8.1 are interesting in itself, as we see that any group
G that is a Galois group of a finite extension over Q(T ) can also be realized as
a Galois group of a finite extension over Q. However, we also want to say things
about a group that is a Galois group of a finite extension of Q(T1, . . . , Tn). For this
we need some more work. We will approach the problem more generally than just
looking at Q and fields of rational functions over Q. Instead we will consider any
fields of characteristic zero and then apply our results to Q. This general approach
is justified by the fact that the results are applicable to many fields, even though
we will actually only use it to extensions of Q. As we now will be working with
general fields, we will mostly reserve capital letter for fields (and rings) and write
polynomials in small letters to avoid confusion.

First, we will basically go through the proof of Theorem 8.1 again in general terms.
This will eventually allow us to apply the result on extensions of Q. We begin with
some basic algebra from which we will see that the assumption that the minimal
polynomial in the previous theorem had coefficients in Q[T ] was not a unique situa-
tion. It follows from the fact that the polynomial ring over a field forms an integral
domain.

Proposition 8.3.
Let R be an integral domain with subring S. Furthermore, let f, h ∈ S[X] and
g ∈ R[X] be polynomials such that fg = h. Then, if f is monic, g ∈ S[X].

Proof. If f is monic, there are unique polynomials q, r ∈ S[X] such that h = fq+r,
with the degree of r being less than the degree of f . So,

fq + r = fg ⇒ r = f(g − q).
By assumption, R is an integral domain, so R[X] is also an integral domain. There-
fore, if g − q 6= 0 we can write

f(g − q) = (a0 + a1X + · · ·+ an−1X
n−1 +Xn)(b0 + b1X + · · ·+ bmX

m) =

= c(X) + bmX
m+n,
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with c(x) being a polynomial with degree less than m+ n. So, r has degree m+ n.
This is a contradiction, since deg(r) < deg(f), so g − q = 0 and g = q ∈ S[X]. �

Proposition 8.4.
Let K be the field of fractions over one of its subrings R. Furthermore, let L/K
be a Galois extension of degree n. Then, there is a primitive element α for L/K,
such that its minimal polynomial f is in R[X].

Proof. A Galois extension is separable so by the Primitive Element Theorem, there
is an element β ∈ L such that L = K[β]. Let mβ be the minimal polynomial of β.
Since K is the field of fractions over R, we have that the coefficients of mβ are on
the form ai

bi
, with ai, bi ∈ R and b 6= 0. Now, let d be the least common multiple

of all bi. Then we have that dmβ ∈ R[X]. Let α = dβ. Then K[α] = K[β], so α
generates L. Since [L : K] = n, we have that deg(mβ) = n. Now define

f(X) = Xn + d
an−1
bn−1

Xn−1 + · · ·+ d
a0
b0
,

with ai
bi

being the coefficients of mβ . Obviously, this polynomial is monic and has
degree n. Furthermore, since f(α) = f(dβ) = dnmβ(β) = 0, it has α as a root.
Finally, since [K[α] : K] = [L : K] = n is the degree of the minimal polynomial of
α, the polynomial f must be this minimal polynomial. �

Now we are ready to go to the actual result. We begin with a lemma that is the key
result for generalizing Theorem 8.1. We will show that for a Galois group defined
by a minimal polynomial over a field, it is possible to find a ring homomorphism
such that the Galois group of the mapped polynomial stays the same under certain
circumstances. As we have seen, the evaluation homomorphism is a place and this
is what we will make use of to connect this result with the Irreducibility Theorem.

Lemma 8.5.
Let L, K, R, f and α be as in Proposition 8.4 and let G be the Galois group
Gal(L/K). Furthermore, let A be a finite subset of L such that A is closed under
the automorphisms of G and such that α ∈ A. Then, there exists an element u ∈ R
such that for any field K ′ and any ring homomorphism ω : R→ K ′ with ω(u) 6= 0,
we can extend ω to a ring homomorphism ω̃ : R[A]→ L′/K ′, for being some Galois
extensions L′/K ′ of K ′, with ω̃ having the following properties:

(1) ω̃(α) is a generator for L′/K ′.

(2) If the polynomial obtained by applying ω̃ to the coefficients of f is irre-
ducible, we have that Gal(L′/K ′) = G′ is isomorphic to G. Furthermore,
for σ ∈ G and its image σ′ ∈ G′ under this isomorphism, we have that
ω̃(σ′(s)) = σ′(ω̃(s)).

Proof. Let u = ∆(f) be the discriminant of f . Since f is minimal, it is irreducible
and as we are working in perfect fields, it is separable. Therefore, we have that
u 6= 0. Consider any field K ′ and a ring homomorphism ω : R→ K ′ with ω(u) 6= 0.
With r1, . . . , rn being the roots we have that

∆(f ′) = ∆(ω(f)) = ω(∆(f)) = ω(u) 6= 0,
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so f ′ is separable. From Proposition 8.4, we know that L = K[α]. So for every
s ∈ A ⊂ L, there is a polynomial gs ∈ K[X] for which s = gs(α). Since K is the
field of fractions of R, the coefficients of gs are on the form ai

bi
, with ai, bi ∈ R and

bi 6= 0. Let ds be the least common multiple of all bi. Then dsgs is in R[X]. Now,
let d be the least common multiple of all ds (this exists since A is finite). This lets
us conclude that dgs ∈ R[X] for all s ∈ A. Given d, we now define a subset of K
as R̃ := R[d−1]. For any s ∈ A we have that ds = dgs(α) ∈ R[d−1α] = R̃[α]. And
by definition, we also have that d−1 ∈ R̃. So, s = d−1ds ∈ R[α], which means that
R[A] = R[α] (since α ∈ A). Now we can extend ω to a homomorphism from R̃ to
K ′ by setting ω(d−1) = ω(d)−1.

Now, let
ϕ : R̃[X]→ R̃[α]; ϕ(g) = g(α),

and let
h ∈ ker(ϕ) = {h ∈ R̃[X] | h(α) = 0}.

Since f is the minimal polynomial of α, we have that h = fg for some g ∈ K[X].
By Proposition 8.3, g ∈ R̃[X], so h is in the ideal generated by f in R̃[X] and
ker(ϕ) ⊂ 〈f〉. On the other hand, every multiple of f have α as a root, so 〈f〉 ⊂
ker(ϕ) and therefore ker(ϕ) = 〈f〉.

Any element r ∈ R̃[α] is of the form r = r0 + r1α + · · · + rnα
n with ri ∈ R̃.

Therefore, ϕ(r0+r1X+ · · ·+rnXn) = r and ϕ is surjective. So by the Fundamental
Homomorphism Theorem for Rings, there is an isomorphism

φ : R̃[X]/〈f〉 → R̃[α]; φ(g + 〈f〉) = g(α).

Looking at R̃[X]/〈f〉 as an extension of R̃ we see that for r ∈ R̃, φ(r) = r. In other
words, φ restricted to R̃ is the identity (1).

Now we are getting ready to construct L′ and ω̃. Let g′ be the minimal polynomial
of α′ over K ′ and let

ρ : K ′[X]→ K ′[X]/〈g′〉; ρ(h+ kg′) = h+ 〈g′〉,
where h + kg′ is any polynomial in K ′[X] written on the form obtained from the
division algorithm (with deg(h) < deg(g′)). Since

f(α′) = f(ω(α)) = ω(f(α)) = ω(0) = 0

the polynomial g′ must be an irreducible factor of f ′. If ω̂ : R̃[X] → K ′[X] is the
homomorphism obtained by applying ω to the coefficients of polynomials over R̃,
then we can use ρ ◦ ω̂ : R̃[X]→ K ′[X]/〈g′〉 to define a new homomorphism:

γ :

{
R̃[X]/〈f〉 → K ′[X]/〈g′〉
h+ 〈f〉 7→ ρ ◦ ω̂(h)

Looking at K ′[X]/〈g′〉 as an extension of K ′, we have that ρ restricted to K ′

is the identity mapping. This means that ρ ◦ ω̂ restricts to ω on R̃, and since
γ(r + 〈f〉) = ρ ◦ ω̂(r) for all r ∈ R̃, we have that γ is an extension of ω (2). Let
L′ = K ′[x]/〈g′〉 and let ω̃ := γ ◦ φ−1. Obviously, L′ is a field extension of K ′

and from (1) and (2), we have that ω̃ restricted to R̃ is equal to ω ◦ id, so ω̃ is an
extension of ω. That L′ = K ′(α′) follows directly from Proposition 5.13, since g′ is
the minimal polynomial of α′.

To show that L′/K ′ is Galois, let ˆ̃ω : R̃[A][Y ] → L′[Y ] be the homomorphism
defined by applying ω̃ to coefficients of polynomials over R̃[A]. Also, let α1, . . . , αn
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be the conjugates of α (i.e. the elements αi such that f(αi) = 0) and α′1 . . . α′n be
their images under ω̃. Now, we see that

f ′ = ˆ̃ω(f) = ˆ̃ω((Y − α1) · · · (Y − αn)) = (Y − α′1) · · · (Y − α′n).

As showed, f ′ is separable. Since all these αi are images of ω̃, they are in L′,
and since one of them generates L′ we have that K ′(α′1, . . . , α′n) = L′. So L′ is a
splitting field of f ′, and by 5.19 we have that L′/K ′ is Galois. This concludes the
proof of the first part of the lemma.

Assume now that f ′ is irreducible. By Proposition 5.18, the Galois group G acts
transitively on the roots of f . Furthermore, the size of G is n, the number of distinct
roots of f . From this, it is justified to define σi as the unique automorphism in
G taking α to one of its conjugates αi. Likewise, by the assumption that f ′ is
irreducible we can define σ′i as the unique automorphism in G′ = Gal(L′/K ′),
taking α′ to α′i. We will now show that

ψ :

{
G→ G

σi 7→ σ′i

is an isomorphism.

Since ω̃, σi and σ′i are homomorphisms, ω̃σi and σiω̃ are also homomorphisms.
Furthermore, σ′i(ω̃(r)) = ω̃(r) for all r ∈ R̃, since ω̃ is an extension of ω and σ′i
restricted to K ′ is the identity. Thus, for any s ∈ R̃[A] = R̃[α] we get

ω̃(σi(s)) = ω̃(σi(r0)) + ω̃(σi(r1))ω̃(σi(α)) + · · ·+ ω̃(σi(rn))ω̃(σi(α))n =

= ω̃(r0) + ω̃(r1)ω̃(αi) + · · ·+ ω̃(rn)ω̃(αi)
n =

= ω̃(r0) + ω̃(r1)α′i + · · ·+ ω̃(rn)(α′i)
n

and

σ′i(ω̃(s)) = σ′i(ω̃(r0)) + σ′i(ω̃(r1))σ′i(ω̃(α)) + · · ·+ σ′i(ω̃(rn))σ′i(ω̃(α))n =

= ω̃(r0) + ω̃(r1)σ′i(α
′) + · · ·+ ω̃(rn)σ′i(α

′)n =

= ω̃(r0) + ω̃(r1)α′i + · · ·+ ω̃(rn)(α′i)
n.

So ω̃(σi(s)) = σ′i(ω̃(s)), which gives us that

(σiσj)
′(α′) = (σiσj)

′(ω̃(α)) =

= ω̃((σiσj)(α))) =

= ω̃(σi(σj(α))) =

= σ′i(ω̃(σj(α))) =

= σ′iσ
′
j(α
′).

To see that ψ is a homomorphism, we want to show that (σiσj)
′(x′) = σ′iσ

′
j(x
′) for

all x′ ∈ K ′. Since α′ generates L′ over K ′, we can write all elements of L′ on the
form

p(α′)
q(α′)

=
a0 + a1α

′ + · · ·+ a`(α
′)`

b0 + b1α′ + · · ·+ bm(α′)m
=
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where p, q ∈ K ′[α′] and q 6= 0. Automorphisms of G′ map all elements of K ′ to
themselves, so we have that

(σiσj)
′(x′) = (σiσj)

′
(
a0 + a1α

′ + · · ·+ a`(α
′)`

b0 + b1α′ + · · ·+ bm(α′)m

)
=

=

(
(σiσj)

′(a0) + (σiσj)
′(a1)(σiσj)

′(α′) + · · ·+ (σiσj)
′(a`)(σiσj)′(α′)`

(σiσj)′(b0) + (σiσj)′(b1)(σiσj)′(α′) + · · ·+ (σiσj)′(bm)(σiσj)′(α′)m

)
=

=

(
a0 + a1(σ′iσ

′
j(α
′)) + · · ·+ a`(σ

′
iσ
′
j(α
′))`

b0 + b1(σ′iσ
′
j(α
′)) + · · ·+ bm(σ′iσ

′
j(α
′))m

)
= σ′iσ

′
j(x
′).

So ψ is a homomorphism and by construction it is also onto. Since |G| = |G′| it is
therefore a bijection. �

The the next theorem will give us the tool to connect the previous lemma to the
Irreducibility Theorem. The first part is more or less a restatement of Theorem
8.1 in general terms, but it also explicitly gives us the specialized Galois extension.
For this theorem we will use the fact that if K is a field, then K(X) is the field of
fraction over K[X]. So if L/K(X) is a Galois extension, Proposition 8.4 allows us
to let α ∈ L be a generator of L, with minimal polynomial f ∈ K[X][Y ].

Theorem 8.6.
Let K be a field and let L/K(X) be a Galois extension. Let α be a generator of L
with minimal polynomial f ∈ K[X][Y ]. Then the following holds:

(1) For all but a finite number of t ∈ K, if ft(Y ) = f(t, Y ) is irreducible in
K[Y ], then for L′ = K[X]/〈ft〉), L′/K is Galois, and G = Gal(L/K(X))
is isomorphic to G′ = Gal(L′/K).

(2) Let E/K be a finite extension, with E ⊂ L and let h ∈ E[X,Y ] be an
irreducible polynomial with all of its roots in L. Then, for all but a finite
number of t ∈ K, if ft(Y ) is irreducible in K[X], then ht(Y ) = h(t, Y ) is
irreducible in E[Y ].

Proof. Looking at the evaluation homomorphism

ωt :

{
K[X]→ K

g 7→ g(t)

we see that for any given polynomial u ∈ K[X] and all but finitely many t ∈ K,
ωt(u) 6= 0, since u is a polynomial in one variable. By Lemma 8.5, for all such t ∈ K
we have an isomorphism between the Galois groups Gal(L/K(X)) and Gal(L′/K),
with L′ = K[Y ]/〈ft〉. This proves part (1).

For part (2), let ωt be the same homomorphism as above. Let A be a set as defined
in Lemma 8.5 and assume that A contains the generators (and their conjugates) of
E/K and the roots β1, . . . , βm of hX = h(X,Y ). Again by Lemma 8.5, we can then
extend ωt to a homomorphism ω̃t : K[X][A] → L′, where L′ is a Galois extension
over K. Since all the generators of E is in A, we have that E ⊂ K[X][A]. The
homomorphism ω̃t is not trivial and since a homomorphism from a field is either
trivial or injective we have that ω̃t maps E isomorphically into L′. For simplicity,
we will say that E is in fact equal to its isomorphic copy in L′ and by that regard ω̃t
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restricted to E as the identity. By doing this, we get that ω̃t is also the evaluation
homomorphism on E[X]. As before, we denote by ˆ̃ωt the homomorphism we get
by letting ω̃t act on coefficients of polynomials in K[X][A][Y ]. The polynomial hX
has coefficients in E[X], so by letting ˆ̃ωt act on hX we get that ˆ̃ωt(hX)(Y ) = ht(Y ),
since this is simply an evaluation of the coefficients. We can now factor hX(Y ) as

hX(Y ) = g(X)(Y − β1) · · · (Y − βm)

By letting ˆ̃ωt(βi) = β′i, we then have that

ht(Y ) = ˆ̃ωt(hX(Y )) = g(t)(Y − β′1) · · · (Y − β′m)

Since hX(Y ) is irreducible it is also irreducible in E(X)[Y ], by Gauss lemma. And
since we are working in perfect fields, hX(Y ) is also separable in E(X)[Y ] and
therefore, by Proposition 5.18 Gal(K/L(X)) permutes the roots βi transitively.

Assume now that ft is irreducible. As ft can be identified with f ′ in the previ-
ous lemma there is an isomorphism between Gal(L/K(X)) and Gal(L′/K), ϕ say.
Consider the restirction of ϕ to Gal(L/E(X)). For z ∈ E, σ ∈ Gal(L/K(X)) and
σ′ = ϕ(σ) we have σ′(z) = σ′(ω̃t(z)) = ω̃t(σ(z)) = ω̃t(z) = z, i.e. E is invariant
under σ′, and ϕ(Gal(L/E(X)) ⊂ Gal(L′/E). If σ ∈ Gal(L/E(X)) takes βi to βj
we see that

σ′(β′i) = σ′(ω̃t(βi))

= ω̃t(σ(βi))

= ω̃t(βj)

= βj .

As noted, there is such a σ for any βj and βj , so Gal(L′/E) permutes the roots of
ht transitively. By Proposition 5.18 ht is therefore irreducible if and only if it is
separable.

With ∆(hX) ∈ E[X] being the discriminant of hX , we have the following:

∆(hX) = g(X)2n−2
∏

i<j

(βi − βj)2.

We can evaluate this polynomial by applying ω̃t and get

∆(hX)(t) = g(t)2n−2
∏

i<j

(β′i − β′j)2 = ∆(ht).

Since ∆(hX) is a single variable polynomial in E[X], there are finitely many t ∈ K
such that ∆(ht) = 0, and so there are finitely many t ∈ K for which ht is not
separable. Hence, ht is irreducible for all but finitely many t ∈ K. �

Definition 8.7.
A field K is Hilbertian (or is said to have the Hilbertian property), if for
any irreducible polynomial f ∈ K[X,Y ], there are infinitely many t ∈ K for which
ft(Y ) = f(t, Y ) is irreducible in K[Y ].

As we have shown with Hilbert’s Irreducibility Theorem, Q is Hilbertian. To see
that there are fields that are not Hilbertian it is enough to consider C. For example,
the polynomial f = Y n+XY +X is irreducible in C[X,Y ] but f(z, Y ) = Y n+zY +z
is split in C[Y ] for any z ∈ C. In the next proposition we use part (2) of Theorem
8.6 to give an equivalent definition to a field being Hilbertian.
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Proposition 8.8.
A field K is Hilbertian if and only if, for any finite extension E/K and irreducible
polynomials h1, . . . , hk ∈ E[X,Y ], there are infinitely many t ∈ K such that each
hi(t, Y ) is irreducible in E[Y ].

Proof. Suppose K is Hilbertian and let h1, . . . , hk ∈ E[X][Y ] be irreducible poly-
nomials. By Gauss’ lemma, these polynomials are also irreducible in E(X)[Y ].
Let M be the finite extension of E(X) obtained by adjoining the roots of all said
polynomials to E(X). Define L to be the Galois closure of M over K(X) (i.e. the
smallest Galois extension over K(X) containing M). By Proposition 8.4, there is
an element α ∈ L such that L = K(X)[α] with f ∈ K[X,Y ] being the minimal
polynomial of α. For any hi, we have by part (2) of Theorem 8.6 that for all but
finitely many t ∈ K, if f(t, Y ) is irreducible then hi(t, Y ) is also irreducible. If C
is the set of elements t ∈ K for which any hi(t, Y ) is reducible even if f(t, Y ) is
irreducible, then C is a finite union of finite set, hence itself finite. If B is the set
of elements t ∈ K such that f(t, Y ) is irreducible, then B is obviously infinite since
K is Hilbertian. Conclusively, the set B \C is infinite, and for all elements t in this
set, hi(t, Y ) is irreducible, for all i.

For the other direction, consider the trivial extensionK/K. Let f ∈ K[X,Y ] be any
irreducible polynomial. By assumption, f(t, Y ) ∈ K[Y ] is irreducible for infinitely
many t ∈ K, which means exactly that K is Hilbertian. �

We will use this proposition to generalize our results to polynomials in several
variables, and to do this we need a very useful mapping called the Kronecker Spe-
cialization.

Definition 8.9.
For any d ∈ N, the Kronecker Specialization is a map defined as follows:

Sd : K[X1, . . . , Xk]→ K[X,Y ]

Sd(f)(X,Y ) = f(X,Y, Y d, Y d
2

, . . . , Y d
k−2

)

Since Sd is a composition of evaluation homomorphisms, it is itself a ring homo-
morphism, which we use in the following result.

Proposition 8.10.
Let K be a field. Also, let Vd be the set of polynomials in K[X1, . . . , Xk] of degree
less than d in each variable Xi 6= X1, and let Wd be the set of polynomials in
K[X,Y ] of degree less than dk−1 in Y . Then the Kronecker Specialization Sd is a
bijection between Vd and Wd. In particular, Sd maps irreducible polynomials in Vd
to irreducible polynomials in Wd.

Proof. Let f ∈ Vd be a monomial of the form aXα1
1 · · ·Xαk

k . Applying Sd to f
we get the monomial aXα1Y α2+α3d+α4d

2+···+αkdk−2

in K[X,Y ]. Since each αi is
smaller than d the exponent of Y is the representation of an integer in base d.
Hence it is unique, and every integer can be represented this way [3]. Therefore,
Sd is a bijection between monomials in Vd and monomials in Wd. Since Sd is a ring
homomorphism we can consider it to act on monomials in a polynomial separately,
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and so we see that Sd is a bijection from Vd to Wd. Suppose f is an irreducible
polynomial in Vd and that S−1d (gh) = f . Since f = S−1d (gh) = S−1d (g)S−1d (h).
Hence, S−1d (g) or S−1d (h) is a unit, and since Sd maps units to units we have that
g or h is a unit. So gh is irreducible. �

We now have the proper tools to extend the Hilbertian Property to polynomials in
several variables. First we will see that the property remains for specialization of
one of these variables, but a very immediate result is that we in fact can specialize
any number of variables and still keep irreducibility. This will be a key result to
allow us to go from extensions of rational function fields over Q to extensions over
Q.

Theorem 8.11.
If K is Hilbertian and f ∈ K[X1, . . . , Xk] is an irreducible polynomial, then there
are infinitely many t ∈ K such that f(t,X2, . . . , Xk) is irreducible in K[X2, . . . , Xk].

Proof. Take d to be an integer large enough so that Sd(f) is in Wd. Now, consider
the prime factorization of Sd(f) and denote by g(X) the product of all polynomials
in this factorization that only depend on X. Then we have the factorization

Sd(f)(X,Y ) = g(X)
∏

i∈C
gi(X,Y )

where C is the set such that gi(X,Y ) is a prime factor of Sd(f) with positive
degree in the variable Y . All gi(X,Y ) are irreducible so by the Hilbertian property,
any gi(t, Y ) is irreducible in K[Y ] for infinitely many t ∈ F . Let B be the set
consisting of t ∈ K such that all gi(t, Y ) is irreducible in K[Y ] and g(t) 6= 0.
Since g(X) is a single variable polynomial, it has finitely many roots. Furthermore,
the number of t ∈ K such that any gi(t, Y ) is reducible is a finite union of finite
sets, hence finite. So B consists of all but finitely many t ∈ K. For any t ∈ B,
we have that g(t)

∏
i∈C

gi(t, Y ) is a prime factorization of Sd(f)(t, Y ) Suppose now

that ft = f(t,X2, . . . , Xk) is reducible. Then ft = hh′, and since Sd is a ring
homomorphism we get

Sd(h)Sd(h
′) = Sd(hh

′) =

= Sd(ft) =

= Sd(f)(t, Y ) =

= g(t)
∏

i∈C
gi(t, Y ).

Therefore, if A
∐
B = C is a partition of C and uu′ = g(t) we can write

Sd(h) = u
∏

i∈A
gi(t, Y ) and Sd(h′) = u′

∏

i∈B
gi(t, Y )

Now define

H(X,Y ) =
∏

i∈A
gi(X,Y ) and H ′(X,Y ) =

∏

i∈B
gi(X,Y ).

Since Sd(f) = gHH ′ and Sd(f) ∈ Wd, H and H ′ must also be in Wd. Therefore
we can find unique polynomials h̃, h̃′ ∈ Vd such that Sd(h̃) = H and Sd(h̃′) = H ′.
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If h̃t = h̃(t,X2, . . . , Xk) and h̃′t = h̃′(t,X2, . . . , Xk) we see that

Sd(h̃t) = Sd(h̃)(t, Y ) =

= H(t, Y ) =

=
∏

i∈A
gi(t, Y ) =

= u−1Sd(h) =

= Sd(u
−1h).

As h̃ ∈ Vd the specialization h̃t must also be in Vd and since Sd is a bijection
between Vd and Wd, we have that h̃t = u−1h. By the same reasoning we get that
h̃′t = (u′)−1h′. Thus

h̃th̃
′
t = u−1(u′)−1hh′ = g(t)−1ft.(1)

If h̃h̃′ is in Vd, then Sd(gh̃h̃′) = gSd(h̃)Sd(h̃
′) = gHH ′ = Sd(f). But then f = gh̃h̃′,

contradicting the irreducibility of f . Hence, h̃h̃′ is not in Vd. By (1) we have that
h̃bh̃
′
b ∈ Vd, if we look at h̃h̃′ as a polynomial with coefficients in K[X1] we have that

t must be a root of the coefficients of every term where the degree of any of the
variable X2, . . . , Xk is greater than d − 1. But since there are finitely many ways
to factor Sd(f), there are finitely many possible polynomials to choose as H and
H ′. And therefore, there are also finitely many possibilities for their bijections h̃
and h̃′, and so the roots of said coefficients must be a finite set, B′ say. So, for all
t in the infinite set B \B′ we get a contradiction, and so ft is irreducible for all
t ∈ B \B′. �

Corollary 8.11.1.
If K is a Hilbertian field and f ∈ K[X1, . . . , Xk] is irreducible, then for any n <
k and any nonzero polynomial p ∈ K[X1, . . . , Xn] there are elements t1, . . . , tn
in K such that p(t1, . . . , tn) 6= 0 and f(t1, . . . , tn, Xn+1, . . . , Xk) is irreducible in
K[Xn+1, . . . , Xk].

Proof. We will prove this by induction on the number of specialized variables of f .
The statement for n = 1 follows directly from the previous theorem, since p then is a
single variable polynomial with finitely many roots. Our inductive hypothesis is that
it holds true for n < k−1. Take p now to be a polynomial in K[X1, . . . , Xn+1]. We
can consider p as a polynomial with coefficients in K[Xn+1]. Since each coefficient
of p has finitely many roots, there is a b ∈ K such that p(X1, . . . , Xn, b) is a
nonzero polynomial in n variables. By the inductive hypothesis, there are elements
t1, . . . , tn ∈ K such that f(t1, . . . , tn, Xn+1, . . . , Xk) is irreducible. By the previous
theorem, for all but finitely many t ∈ K, we have that f(t1, . . . , tn, t,Xn+2, . . . , Xk)
is irreducible. Now, since p(t1, . . . , tn, Xn+1) is a single variable polynomial, it has
finitely many roots. Thus, there is a t ∈ K satisfying both p(t1, . . . , tn, t) 6= 0
and f(t1, . . . , tn, t,Xn+2, . . . , Xk) being irreducible. This proves that the inductive
hypothesis holds for n+ 1. �

Theorem 8.12.
Every finitely generated extension of a Hilbertian field is Hilbertian
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Proof. Let K be a Hilbertian field and L = K(α1, . . . , αn) a finitely generated
extension. Take L′ to be the subfield of L generated over K by the elements of
α1, . . . , αn that are algebraic over K, call these elements α′1, . . . , α′k. Then L′ =
K[α′1, . . . , α

′
k], and L′[X,Y ] = K[α′1, . . . , α

′
k, X, Y ]. By Theorem 8.11, for any irre-

ducible polynomial f ∈ L′[X,Y ] there are infinitely many t in K (hence in L′ such
that f(t, Y ) is irreducible in L′[Y ], i.e. L′[Y ] is Hilbertian. Now, we can consider
L as a purely transcendental extension of L′, so L[X,Y ] = L′(β1, . . . , βm)[X,Y ] for
β1, . . . , βm transcendental over L′. Let f ∈ L′(β1, . . . , βm)[X,Y ] be irreducible and
let g ∈ L′(β1, . . . , βm) be the least common multiple of the coefficients of f . Then,
gf is an irreducible polynomial in L′[β1, . . . , βm, X, Y ] (it is irreducible because any
root of fg would also be a root of f). By Theorem 8.11, there are infinitely many t
in L′ (hence also in L) such that gf(t, Y ) is irreducible in L′[β1, . . . , βm, Y ] and by
Gauss’ lemma, gf(t, Y ) is also irreducible in L[Y ]. Finally, we can look at g as a
constant polynomial in L[X,Y ] and get that gf(t, Y ) = g(t, Y )f(t, Y ) = gf(t, Y ).
Since g is a unit, f(t, Y ) is irreducible. �

Now we have all we need to prove the main result of this section.

Theorem 8.13. If K is Hilbertian and L is a Galois extension of K(X1, . . . , Xk),
then Gal(L/K(X1, . . . , Xk)) is isomorphic to the Galois group given by some Galois
extension L′/K.

Proof. We prove this by induction on k. The base case k = 1 follows from part
(1) of Theorem 8.6 and the fact that K is Hilbertian. Our induction hypothesis is
that the statement holds for k ≥ 1. Let L be a Galois extension of K(X1, . . . , Xk),
By the previous theorem, K(X1, . . . , Xk) is Hilbertian. Since K(X1, . . . , Xk+1) =
K(X1, . . . , Xk)(Xk+1), the base case gives us that Gal(L/K(T1, . . . , Tk+1)) is iso-
morphic to Gal(L′/K(T1, . . . , Tk)), which by the inductive hypothesis is isomorphic
to Gal(L′′/F ). �

This last theorem lets us conclude that all Groups that appear as Galois groups of
some Galois extension over a rational function field over Q is also a Galois group of
some extension over Q. This greatly simplifies the task to find groups that appear
as Galois groups over some extension of Q. We have already shown in Example 5.22
Sn has this property. There are many other examples, for example abelian groups
[11, pp. 36–37]. We will dedicate the last section of this text to another motivating
example. There are of course also a lot of groups for which it is still unknown if
they have this property. The smallest simple group for which the Inverse Galois
Problem is not known has cardinality 9828 [14].

9. The Alternating Group An as Galois Group

We will start this section by once again showing that Sn appears as the Galois
group of some Galois extension over Q. This time we will do it in a much more
complicated way, but it will have its reward as it will also give us a tool to show
the same property holds for the alternating group An.
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Theorem 9.1.
Let K be the splitting field of f(t,X) = Xn + tX + t ∈ Q(t)[X] over Q(t). Then
Gal(K/Q(t)) = Sn.

Proof. By applying Eisenstein’s criterion to Q[t], we get that f(t,X) is irreducible
in Q(t)[X]. Consider now the following specialization to Q[X]:

f

(
−1

2
, X

)
= Xn − 1

2
X − 1

2
=

= (X − 1)
1

2

(
2Xn−1 + 2Xn−2 + · · ·+X + 1

)
.

The reciprocal polynomial of the last factor is Xn−1+2Xn−1+· · ·+2X+2, which is
irreducible due to Eisenstein’s criterion. Therefore, this factor of f

(
− 1

2 , X
)
is also

irreducible. The Galois group H1 = Gal
(
f
(
− 1

2 , X
)
/Q
)
then acts transitively on

n− 1 roots of this irreducible polynomial. Furthermore, since 1 ∈ Q we have that
one root of f

(
− 1

2 , X
)
is fixed by H1. By Theorem 7.9, H1 can be considered as a

subgroup of G = Gal(f(t,X)/Q(t)). Since f(t,X) is irreducible, G acts transitively
on its roots. Denote the roots by x1, . . . , xn with xq being the root fixed by H1 ⊂ G.
Let gr ∈ G be such that gr(x1) = xr, with 1 < r ≤ n. Then the subgroup grH1g

−1
r

fixes the root xr and acts transitively on the other roots. Hence, G is doubly
transitive.

Before we continue, it might be worth noting that we are only interested in n > 1
(the group S1 being trivial as the identity), which will justify coming variable
changes. Now, let s = t+ nn(1− n)n−1. By this change of variable we can write

g(s,X) = f(t,X) = Xn +

(
s− nn

(1− n)n−1

)
X +

(
s− nn

(1− n)n−1

)
,

This does not affect the Galois group G since Q(s) = Q(t). If C((s)) is the quotient
field of the ring of formal power series in the variable s over C, then it is clear that
Q(s) ⊂ C((s)) and by the Galois correspondence we have

H2 = Gal(g(s,X)/C((s))) ⊂ Gal(g(s,X)/Q(s)) = G.

The discriminant

∆(g) = (−1)n(n−1)/2(1− n)n−1s

(
s− nn

(1− n)n−1

)n−1

is not a square in C((s)) so the splitting extension of g(s,X) over C((s)) is not
trivial. Now, we can in fact regard g(s,X) as a polynomial in A (r)[X], since the
coefficients of g as power series are obviously convergent for all s. Specializing in
s = 0 gives us

g(0, X) = Xn − nn

(1− n)n−1
X − nn

(1− n)n−1

Again we make a change in variable, by setting

X =
nY

1− n
which gives us

g(0, Y ) =
nnY n

(1− n)n
− nn+1Y

(1− n)n
− nn

(1− n)n−1
.



HILBERT’S IRREDUCIBILITY THEOREM 45

This polynomial can be multiplied by
(
1−n
n

)n without changing it roots. We call
this new scaled polynomial h and regard it as a polynomial i C[Y ].

h(Y ) = Y n − nY + (n− 1) =

= (x− 1)2(Y n−2 + 2Y n−3 + · · ·+ (n− 2)Y + (n− 1))

It has a double root at 1. If we take its formal derivative, we get

h′(Y ) = n(Y n−1 − 1).

A root y of h is a multiple root if and only if h′(y) = 0 and since a root y of h′ is
such that yn−1 = 1 we get

h(y) = 0⇔
⇔ yn − ny + (n− 1) = 0⇔
⇔ y(1− n) + (n− 1) = 0⇔ y = 1.

So h has a double root at Y = 1 and n − 2 simple roots. Set δ ∈ C to be any of
these simple roots. Then h(Y ) = (Y − δ)h̃(Y ) where h̃(Y ) is a monic polynomial
of degree n− 1. Obviously Y − δ and h̃(Y ) are coprime and so by Proposition 2.3,
this means that g(s, Y ) as a polynomial in A (r)[Y ] has a linear factor in A (ρ)[Y ]
that specializes to Y − δ. In other words, it has a root in A (ρ) corresponding to
the simple root δ. This can be done for each of the n − 2 simple roots and since
A (ρ) ⊂ C((s)) we have that the n − 2 simple roots of g(s, Y ) are left invariant
by the Galois group H2. We have shown that H2 is not trivial so it must act by
permuting the two remaining roots.

So, G is a doubly transitive subgroup of Sn that contains a transposition. To see
that this means that G = Sn, let (i j) be the transposition we know is in G and let
(k `) be any other transposition in Sn. Take σ1 to be an element of G that fixes i
and takes j to `, and take σ2 to be the element that fixes ` and takes i to k. Then

σ2 ◦ σ1 ◦ (i j) ◦ σ−11 ◦ σ−12 = (k `)

and since Sn is generated by all transpositions, we have that G = Sn. �

Corollary 9.1.1.
For n ∈ N with n > 1, the Galois extension of the polynomial

p(κ,X) =

{
Xn + (−1)(n−1)/2κ2−nn

(n−1)n−1 (X + 1) if n is odd
Xn + nn

(−1)n/2κ2+(n−1)n−1 (X + 1) if n is even

over Q(κ) has Galois group An.

Proof. LetK and f be as in the theorem above. The procedure is to find a quadratic
subextension of K over Q(t). If F is such a subextension of K over Q(t) with degree
two, we have that

[K : Q(t)] = [K : F ][F : Q(t)] = 2[K : Q(t)]

This means that the Galois group Gal(K/F ) has cardinality |Sn|/2.

We have that the discriminant

∆(f(t,X) = (−1)n(n−1)/2tn−1((1− n)n−1t+ nn).(1)

First assume n is odd. Then if we define

u =
√

(−1)n(n−1)/2((1− n)n−1t+ nn)
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we have that u2 ∈ Q(t) and u is obviously algebraic over Q(t) with minimal poly-
nomial X2 − u2. Hence, Q(t, u) has degree 2 over Q(t). We can express t in terms
of u as

t =
(−1)n(n−1)/2u2 − nn

(1− n)n−1

and get by (1) that

∆(f(t,X)) = (−1)n(n−1)/2tn−1
(

(1− n)n−1
(−1)n(n−1)/2u2 − nn

(1− n)n−1
+ nn

)
=

= (−1)n(n−1)/2tn−1
(

(−1)n(n−1)/2u2 − nn + nn
)

= tn−1u2.

As n is odd, this is a perfect square and since
∏
i<j

(xi − xj), i.e. the root of ∆(f), is

in the splitting field K, we have that t(n−1)/2u ∈ K. Then u ∈ K and Q(t, u) ⊂ K.
The polynomial p(u,X) is simply f(t,X) with t expressed in terms of u.

Now assume n is even and let

v =
√

(−1)n(n−1)/2((1− n)n−1 + nn/t).

By the same argument as above, Q(v) is an extension of Q(t) with degree 2. We
can write

t =
nn

(−1)n(n−1)/2v2 − (1− n)n−1

and we can proceed as above:

∆(f(t,X)) = (−1)n(n−1)/2tn−1
(

(1− n)n−1
nn

(−1)n(n−1)/2v2 − (1− n)n−1
+ nn

)
=

= (−1)n(n−1)/2tn−1
(

(−1)n(n−1)/2nnv2

(−1)n(n−1)/2v2 − (1− n)n−1

)
=

= tn−1
(

nnv2

(−1)n(n−1)/2v2 − (1− n)n−1

)
=

= tn−1(tv2) = tnv2.

This is a perfect square as n is even, and by the same reasoning as above this means
that Q(t, v) ⊂ K. And the polynomial p(v,X) is f(t,X) with t expressed in terms
of v.

Finally, we have seen that the discriminant of p(κ,X) is a perfect square in Q(κ)
for both odd and even n. Therefore, the root of the discriminant is invariant under
Gal(K/Q(κ). Now we simply just have to note that applying an odd number of
transposition to

∏
i<j

(xi − xj) gives us − ∏
i<j

(xi − xj), so elements of Gal(K/Q(κ)

must be the product of an even number of transpositions. Hence Gal(p(κ,X)/Q(κ))
is the alternating group An. �
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