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Abstract

This paper considers properties of the micro-model analysed in Antonio and Plat
(2014). The main results are analytical expressions for the moments of the outstand-
ing claims payments subdivided into IBNR claims and individual RBNS claims. These
moments are possible to compute explicitly using the discretisation scheme for estima-
tion and simulation used in Antonio and Plat (2014) since the expressions then do not
involve any integrals that, typically, would require numerical solutions. Other aspects
of the model that are investigated are properties of the maximum likelihood estimators
of the model parameters, such as bias and consistency, and a way of computing predic-
tion uncertainty in terms of the mean squared error of prediction that does not require
simulations. Moreover, a brief discussion is given on how to compute moments or risk-
measures of the claims development result (CDR) using simulations, which based on
the results of the present paper can be done without any nested simulations. Based
on this it is straightforward to compute the one-year Solvency Capital Requirement,
which corresponds to the 99.5% Value-at-Risk of the one-year CDR. Finally, a brief
numerical illustration is used to show the theoretical performance of the maximum
likelihood estimators of the parameters in the claims development process under this
model using a realistic set-up based on the case-study of Antonio and Plat (2014).

JEL: G22.

Keywords: Stochastic claims reserving; risk; solvency; loss reserving; Poisson process.

1 Introduction

In the present paper, we consider properties of the model analysed in Antonio and Plat
(2014). In that paper, the authors perform an extensive case study of a model that falls
under the general class of models introduced in Norberg (1993), which is a class of models
for individual claims in non-life insurance. These types of models are usually referred to
as micro-models. They carry out full likelihood estimation within this framework and sim-
ulate the reserve together with the full reserve loss distribution. An observation regarding
the reserve part of their work is that there is no need to simulate to obtain the reserve.
Our main results in the present paper are analytical expressions for the moments of the
outstanding claims payments under this particular model, which is valuable in computing,
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for instance, the best estimate reserve. The moments are computed using the discretisa-
tion scheme used for estimation and simulation in Antonio and Plat (2014) since one then
acquires analytical expressions not involving any integrals. It is of course also possible to
compute moments without the discretisation, although the moments are then in terms of
integrals that, typically, need to be solved numerically.

Other aspects of the model that we investigate are properties of the parameter estimators,
such as bias and consistency, and a way of computing prediction uncertainty in terms of the
mean squared error of prediction (MSEP) that does not require simulations. We also give
a brief discussion on how to compute moments or risk-measures of the claims development
result (CDR) using simulations, which based on the results of the present paper can be
done without any nested simulations. This would be necessary if one had also to simulate
to compute the moments themselves, see e.g. Sigmundsdéttir and Lindholm (2017) where
this type of nested simulations are used to assess one-year non-life insurance risks. From the
simulations, it is straightforward to compute the one-year Solvency Capital Requirement
(SCR), which corresponds to the 99.5% Value-at-Risk of the one-year CDR.

Several papers have been written on micro-models — for instance, the seminal works of Arjas
(1989) (using martingales) and Norberg (1993) (using a marked Poisson process approach).
The approach of Norberg (1993) is further investigated in, for instance, Norberg (1999),
Antonio and Plat (2014) and, in a Bayesian framework, in Haastrup and Arjas (1996). For
a textbook introduction to this class of models, see Mikosch (2009).

When using micro-models, it is challenging to acquire easily computable moments of the
outstanding claims payments. Perhaps partly for this reason, quite a body of work has
accumulated in the area of discrete-time micro-models (usually modelled on the aggregate
level), see, e.g. Verrall et al. (2010), Miranda et al. (2011, 2012) and Wahl et al. (2019).
Discrete-time here meaning that the assumptions are made in discrete time for the individual
claims. Similar to these works, other authors use aggregated data based on models built from
the ground up, but not necessarily based on the individual claims, see, e.g. Bithlmann et al.
(1980), Norberg (1986) and Lindholm et al. (2017). The present paper is the first paper giving
easily computable, analytical moments, that do not involve integrals, of a quite general class
of (continuous time) micro-models. Hopefully, these moments will help make micro-models
more accessible.

The remainder of the paper is organised as follows: In Section 2 we give a brief introduction
to the model class analysed in this paper. Section 3 describes the assumption of piecewise
constant hazard rates for the event generating processes that are part of the development of
a claim, i.e. the discretisation scheme. Section 4 and its subsections contain the main results
consisting of moments of the outstanding claims payments split on IBNR and RBNS claims.
In Section 5 we take a closer look at the maximum likelihood estimation of the parameters
in the model. In particular, given some weak assumptions, we give a proper motivation
for the use of the normal distribution as an approximation when considering parameter
uncertainty. Based on Section 5, we move on in Section 6 to show how to assess prediction
uncertainty (together with parameter uncertainty) using a semi-analytical approximation of
the conditional MSEP. Section 7 gives a brief discussion on the computation of the moments
and risk-measures of the CDR, and also the SCR. Finally, in Section 8, we provide a short
numerical illustration of the performance of the estimators of the rates of the development
process using some realistic parameter values and sample sizes based on the case study of
Antonio and Plat (2014).



2 Model

For a given accident year, we assume that there is some exposure measure w(t), given which,
claims are collectively generated by a non-homogeneous Poisson process with rate w(¢)A(¢).
The claims occurrence times generated by this process will be denoted by T;. Each claim,
once occurred, is then reported to the insurance company a random time U; later according
to a distribution Py

Where the set-up of Antonio and Plat (2014) differs from the more general set-up in Norberg
(1993) is in regards to the development of a claim. Once reported, a claim develops according
to a process constructed by three mutually independent non-homogeneous Poisson processes:
one generating payments at rate hy(t), one generating settlements at rate hse(t), and one
generating settlements with payments at rate hgep(t). The development process records the
payment events that occur up until the first settlement event, at which point the processes
are all stopped. For the ith claim, this yields payment times V;; and a settlement time V;.
For each of these payment times, a distribution P, generates payment severities. In the
present paper, as in Antonio and Plat (2014), this distribution is allowed to depend on the
time of the accident and the reporting delay. More generally, we allow it to depend on some
set of covariates that are known, at the latest, at reporting. Further, it is assumed that all
claims are independent and, moreover, all payment severities are mutually independent and
independent of the number of payments.

3 Assumption on the rates

As stated in Section 2, let h.(t) denote the rate with which events of type ’e’ occur, where
e € {se, sep, p}, corresponding to ’settlement without payment’; ’settlement with a payment
at the same time’ and 'payment without settlement’, respectively. In Antonio and Plat
(2014) these are also referred to as type 1, 2 and 3 events. As is done for estimation and
simulation purposes in Section 4.3 in Antonio and Plat (2014), we introduce a finite partition
T :={to,t1,...,t-} of Ry on which the hazard rates of the three event types are piecewise
constant, i.e.

he(t) :he,la t e [tlfl,tl), lzl,...,”f’,

for e € {se, sep,p}. In Section 4, the moments of the outstanding claims payments will
be computed given this discretisation scheme. Without the discretisation, the moments
are expressed in terms of integrals that are generally not analytically tractable. To get
analytically tractable expressions, one has to make assumptions on the rates, such as this
particular discretisation. The usefulness of this discretisation scheme is of course not only in
terms of calculating moments but also in terms of estimation. Estimating the rate function
of a non-homogeneous Poisson process by assuming it to be piecewise constant on a set
of intervals is an established heuristic that Henderson (2003) showed yields a consistent
estimator if one shrinks the interval lengths at an appropriate rate when more data is
available.

Based on the partition 7, it is natural to introduce the differences
Atl = tl - tlfl.

To ease the notational burden, as well as to increase interpretability, we will also define the
two intensities

hsl = hse,l + hsep,lv

hpl = hp,l + hsep,l;



corresponding to the rates at which settlement events (with or without payment) and pay-
ment events (with or without settlement) occur, respectively.

We will denote the cumulative hazard rates by the corresponding capital letter, i.e.

(0= [ elo)is,

which, with the discretisation, is
Kk(t)—1
He(t) = (t = to-D)hew + Y Atihey,
1=0

where r(t) := infi{l : ¢, > t,t; € T}. We define the corresponding quantities H(t) and
H,(t) in the same way.

Remark 1. For our purposes, the partition T is finite. The results in this paper are straight-
forward to generalise to an infinite partition. However, the practical usefulness of this is
questionable and therefore left out.

4 Moments of the outstanding claims payments

In this section, we calculate the first two conditional moments of the outstanding claims
payments split on IBNR and RBNS claims. We begin in Section 4.1 by calculating the mean
and variance of one single RBNS claim. Given these moments, together with assuming
that the claims are all (conditionally) independent, the corresponding quantities of the
total outstanding claims payments from all RBNS claims will be a sum of the individual
contributions. After computing the moments of the RBNS part, we move on in Section 4.2
to the moments of the IBNR part. The results in that section are in large part based on the
results of the RBNS claims, since one can note that an IBNR claim will behave as an RBNS
claim once reported. There will, however, be a random number of them and the developments
of the claims will have random future starting times, adding a bit of complexity. Once we
have both the RBNS and the IBNR moments, we have the moments of the total outstanding
payments, since the RBNS and IBNR claims constitute two independent marked Poisson
processes (as noted in, for instance, Norberg 1993). Therefore, both the mean and the
variance of the total outstanding claims payments will be a sum of the RBNS and the IBNR
part, i.e.

E[R|F;] = E[R*|F.] + E[R®|F), (1)
Var(R|F,) = Var(R%|F,) 4+ Var(R®|F,), (2)
where R and R™ are the outstanding claims payments from IBNR and RBNS claims,

respectively, making up the total outstanding claims payments R. Moreover, F, denotes the
information available at the present time, 7.

The moments of the total outstanding claims payments are the main results, but we also
touch upon computing moments of cash flows in specific time intervals. For the RBNS claims,
it is possible to calculate such moments, and we do so in Section 4.1.1. For the IBNR claims,
however, this is not possible. In Section 4.2.1 we discuss why this is the case.

4.1 Moments of the total outstanding payments from RBNS claims

In this section, we compute the conditional expectation and variance of the total outstanding
payments from RBNS claims. By the assumption of independent claims, the expectation



and variance of the total outstanding payments from all RBNS claims is the sum of all the
expectations and variances of the individual contributions of each separate RBNS claim, i.e.

E[RR|F,] ZE [RR|F.], (3)
NR
Var(RR|F,) = Var(RF|F,), (4)

where RF is the outstanding payments from the ith RBNS claim, and N® is the number
of RBNS claims. Therefore, we begin by computing the moments of one arbitrary RBNS
claim, the result of which we summarise in Proposition 1 at the end of the present section.

For a given accident year, at the present time 7, we consider one arbitrary RBNS claim, say
claim i, where s = 1,..., N®. Let 7; denote the present time measured since reporting for
this claim. By definition, settlement of this (RBNS) claim has not yet occurred, i.e. V; > 7.

Let B;(s,t) denote the payments made in the interval [s,t), where time is measured from
reporting and let k; := k(7;). We will be particularly interested in the intervals [t;_1,¢;) for
l=r;+1,...,7 as well as the interval [7;, t,,) since the rates are constant on these intervals.
For notational brevity, we let

Bi(ti—1,t) for k; <1<,
Bi[ = Bi(Ti,t,{i) for | = Ki, (5)

0 otherwise.

Given this definition, the total outstanding payments, RF, can be written as

r

RE = Bi(ri,ts,) + Y_ Bilti1,t) Zle (6)

l=k;+1 I=k;
This relation can be further broken down into

Ni(87t)

Bi(sat): Z }/ij(‘sat)v (7)

j=1

where N;(s,t) is the number of payments made in [s, t) and Yj;(s,t) is the size of the jth of
these payments. For notational brevity, again, we define N;; in the same way as By in (5).

As mentioned in Section 2, the quantities on the right-hand side of (7) are all assumed
to be mutually independent. Moreover, we assume that the payment size distribution only
depends on covariates that are F,-measurable (i.e. covariates known at reporting), as is the
case in Antonio and Plat (2014). Given this assumption, we can write

E[Yi; (s, )| Fr] = pa,

Var(Y;; (s, t)|Fr) = oF
In Antonio and Plat (2014), u; and o; depend on the development year and the initial reserve
category, both of which are known at reporting, as required. Given this, together with the

independence of Y;;(s,t) and N;(s,t), it follows from (7) together with an application of
iterated expectations that

]E[Bi(satﬂ};} = uiE[Ni(57t)|FT]’ (8)



and with a variance decomposition that
Var(B;(s, t)|F-) = o7 E[Ni(s, )| Fr] + i Var(Ni(s, )| Fr). (9)
Moreover, for two disjoint intervals [s,t) and [s',t'), a covariance decomposition yields

Cov(By(s,t), B;(s',t')|Fr) = u? Cov(N;(s,t), Ni(s', )| Fr). (10)

Taking (6) together with (8), (9) and (10) it is clear that

E[RF|F,] = ZIE Byl F,] —uzZJE Nul F-], (11)

l=K; l=kr;

and

Var ZV&I‘ zl|]: +ZZ Z COV il lk?|‘7:)

l=kK; = Hlk +1
=07 Y E[Ny|F] —&—ALZZVar NalF»)
l=K; I=kK;
+ 247 Z Z Cov (Nit, Nig| Fr) - (12)
I=r; k=I+1

We therefore see that to calculate the expectation and variance of the outstanding payments,
we must compute E[N;|F,;] and Var(N;|F,) for all I > k; and Cov(N;;, Ni|F-) for all
k > | > k;. The computations of these quantities are left for the appendix, and we now
conclude this section by stating a proposition giving the ingredients needed to compute the
conditional expectation and variance of the total outstanding RBNS claims payments. The
proof of the proposition can be found in Appendix A together with the computations of the
above quantities.

Proposition 1. The conditional expectation of the total outstanding claims payments from
the ith RBNS claim is

T

5 ) ] .
E[Rzzl}'T] = u; TPl (1 _ e—hszAtu) e_(Hs(tl—l)_Hs(Ti)), (13)

I=r; sl

and the variance is

r

Var(RF|F,) = Z(o?ail + pfaq (@i + ba)) + 247 Z Z aik(ca — aq),

= l=kr; k=l+1
where

ay @ (1 _ e—ilslAtil> e—(Hs(tlfl)—Hs(Ti)) (14)

hsl
Bpl e*Ati'Lile

by =1+ 25—51 - th,zAtiJm 15)

Cil = Atilhp,la (16)
and

te;, — Ti if ] = K.



Moreover, given the discretisation, we have

Hs(tlfl) - E[s('ri) = Z stAtij.

J=Fki

A thing to note from the proof of Proposition 1 is that without the discretisation the
expressions for the moments contain integrals. To be more specific, to compute the expected
value for a general set of hazard rates we need to swap the terms

@ (1 _ 6*E51Atu)
hsl

n (13) with an expression acquired by adding (43) and (46) of the proof together. The
integrals in these equations are not generally solvable unless we specify the functional form
of the hazard rates. This problem illustrates part of the convenience of performing the
discretisation scheme introduced in Antonio and Plat (2014), since, as we see from the
proposition, we then acquire explicit expressions while keeping a quite general hazard rate
(given a fine enough partition).

4.1.1 Cash flows of RBNS claims payments

For the RBNS claims, it is possible to calculate moments of cash flows in specific time
intervals [s,t) for some time points s < ¢ measured since reporting, which we denote by
REF(s,t). To compute these, take the time points we want to consider and add them to the
partition 7. Denote the resulting set by 7~’, then the calculations of the previous section
are still valid for this (finer) partition since the hazard rates are constant on the intervals
it produces. This fact is what we will make use of in this section. It is important to note,
however, that this is for prediction and not to be done for estimation.

For a specific time interval [s,t), with 7; < s <t and s,t € 7T, it holds that

i(t)

RR S t Z le,

l=F(s)

where #(t) := inf;{l : t; > t,t; € T}, and therefore we get, as before, that

E[RE (s,t)|F] Z E[Ny|F-],
I=Fk(s)
i (t) i (t)
Var(RE (s,t)|F;) = 07 Y E[Na|F]+puf > Var(Nu|F,)

I=FR(s) I=FR(s)

R(t)—1 R(t)
+2LLZ Z Z COV 117 zklf‘r)

—&(s) k=l+1

Based on these equations, we get the following proposition in the same way as Proposition 1:

Proposition 2. The conditional expectation of the total outstanding claims payments from
the ith RBNS claim in the interval [s,t) measured since reporting, with s,t € T, is
R(t) & ~ ~ ~
BIRR (s, )| ] = i 3 320 (1= e lodtin) o (el A ()
9 hgl 9
=ik(s)



and the variance is
R (t) R(t)—1 &(t)

Var(RR (s, t)|Fr) = Z (02a4 + plag(ay + by)) + 2u? Z Z air(ciy — aq),
1=F(s) =i(s) k=I+1

where a;, by and ¢y are given by (14)—(16), and Aty is understood to be the differences

produced by T. Furthermore, for s,t,s',t' € T with s <t < s <t the covariance terms
are

COV(R;R(Svt)a R;R(S/a t/)|‘/r7') = //[';2 Z Z aik(cil - a'il)-

If on the other hand s < s’ <t <t', then
Cov(RE(s,t), RF(s',t)|F;) = Var(RF(s', )| F;)
+ Cov(RF(s,s'), RF (s, t)|Fy)
+ Cov(RE(s',t), RE (¢, )| F>).

Note that, technically, Proposition 1 is a corollary to Proposition 2, but to not obfuscate
the main result for RBNS claims, which is the moments of the total outstanding payments
given in Proposition 1, it is presented here as a separate result.

Proposition 2 gives the first two moments for one RBNS claim. The moments of the out-
standing payments from all RBNS claims, made in the time interval [s,t) measured since
the beginning of the accident year, is then

E[R (s,t)|F] Z]E [RR (s — 75,t — 73) | Fy),

NR
Var(RR (s,1)|F;) = > _ Var(RF (s — 7i,t — ;)| ;).

i=1

Note here that for R®, time is measured since the start of the accident year while it is
measured since reporting for RF.

4.2 Moments of the total outstanding payments from IBNR claims

In this section, we calculate the expectation and variance of the outstanding payments from
IBNR claims. We compute these by noting that an IBNR claim behaves as an RBNS claim
once reported. Therefore, we can make use of the results from Section 4.1. We may also
note that the outstanding payments from IBNR claims are independent of F, and any
conditioning will therefore disappear. Moreover, in Section 4.1 the payments had a mean
and variance depending on the index 4. For the IBNR claims, we will consider a finite number
of possible means and variances. Each claim will then be given an initial reserve category Cj,
as in Antonio and Plat (2014), determining which mean and variance the payment severities
from this claim will have. We assume that these categories are randomly generated with
probabilities ¢. = P(C; = ¢). We denote the mean and variance of the payment severities
from a claim of category ¢ by f(.) and 0(26), respectively.

We begin by noting that the total number of IBNR claims is distributed according to

NT ~ Po (/OT weAe(1 — Py (7 — t))dt) , (17)



see, e.g. Norberg (1993) and Antonio and Plat (2014). For notational brevity, we introduce
the notation:

AT = / wt)\t(l — PU\t(T — t))dt
0

Let R%:¢ denote the outstanding payments from an IBNR claim belonging to reserve category
c. The expectation of the outstanding payments from IBNR claims is then

E[R*|F.] = Z RF| =E [N?]E[R?] =E [N7] zm: q.E [R*]

c=1

m ]TL _ _
=A, (Z QC/U'(C)> Z % (1 — eihSlAtl) e Hs(tiz1)
c=1 $

1>0

where we have made use of Proposition 1 together with the fact that 7, = 0 by definition
for the IBNR claims once reported. Moreover, by a variance decomposition, the variance is

Var (RF|F7) = E[N]E [(B])] = E [N"] 3 acB{(R")?

m m r—1 r
= A, Z qc< (J(C)al + piear(2a + bl)) + 20, Z Z akcz>,
I

c=1 =0 1=0 k=I+1
with
S ol ) (18)
hsl ~
ﬁpl e—Atthl
bl =1+ QTSZ - 2hp7lAtlm, (19)
Cc = Atlhp,l. (20)

We summarise the above in the following proposition:

Proposition 3. The conditional expectation of the total outstanding claims payments from
IBNR claims is

[RI‘]_‘ <Z (Ic,u(c)> Z . (1 _ e_ﬁslAtl) e_Hs(tl—l)’
sl

>0

and the variance is

m r—1 T
Var (RI|.FT) =A; (Z (5’2al + ﬁ2al(2al + bl)) + Q[LQ Z Z akcl> R

=0 =0 k=Il+1

with a;, b and ¢; as in (18)—(20), and
=D il
c=1
7= e
c=1



4.2.1 Cash flows of IBNR claims payments

The cash flows in specific time intervals is a lot less straightforward for the IBNR claims. To
see why this is the case, let T denote the time of reporting for the ith of the (unordered)
IBNR claims. A well-known result, which is straightforward to prove, is that
z z A,
P(T <s|[N* =n)=—. (21)
A
The specific form of this probability is not essential for our purposes. Instead, we merely
note that it is indeed possible to derive the density of TX|NT = n, which we denote by g.
This density can then be used to compute

E[R* (s, t)] = E[NTIE[E[R] (s — T],t — TF)|N"]],
where
B[R} (s — T}, t — TT)|N*| = E[E[R] (s — T],t — T})|T]]|N?]

— [ EIRF(s~ 17,6 - THIIT = gwdu
0

= /OT E[RE(s — u,t — u)|g(u)du.

The RBNS-result in Proposition 2 gives the expectation in the integral above

K(t—u) -+

E[RE (s — u,t —u)] = fi Z pl (1 _ e—ﬁszAtu) ¢ Hs(tio1)

where At;; is taken over the partition T which includes the points s —u and t—u, from which
we see that the integral, while technically computable, is (likely) not analytically tractable.

5 Likelihood Estimation and properties of the parame-
ter estimators

In this section, we take a closer look at the maximum likelihood estimation of the parameters
in the model. We focus mainly on the parameters of the development process, showing
asymptotic properties of the parameter estimators, such as consistency and asymptotic
normality. Additionally, we show finite sample properties such as whether the estimators
are biased or not. For the occurrence process and the reporting delays, we are not able to
get as precise results unless we make certain assumptions about Pr|;. One such assumption
that we discuss in this section is that it forms an exponential family. We do not discuss the
parameters, and their parameter estimators, of the payment severities since these entirely
depend on the choice of the distribution P,, and not on any other parts of the model.
Using the results of this section, we are also able to motivate the method used in Antonio
and Plat (2014) of taking parameter uncertainty into account when quantifying prediction
uncertainty, i.e. approximating the parameter uncertainty through the asymptotic normality
of the parameter estimators.

Let (T7,U?) denote the ith pair of the observed occurrence times and reporting delays and
let N° denote the total number of observed/reported claims. For RBNS claims, 7; denoted
the current time in previous sections. In agreement with this, for all reported claims, settled
or not settled, 7; now denotes (7 — T; — U;) A V;, which is consistent with the previous

10



definition, and with Antonio and Plat (2014), since it corresponds to the current time for
the RBNS claims.

The complete likelihood of the observed claims is, see for instance (5) in Antonio and Plat
(2014),

N
L\ a,h, v F,) = {H w(THNTY )Py (T — T a)}

0

No
. Py, (dU?; o)
{H Py (7 = T7; o) }

i=1

exp <— / " WOMNOPy (T — & a)dt)

N©

ughin

i=1 \ j

- exp ( /0 ) (hse(u) 4 hsep(w) + hp(u)) du> }

v
JI1TTBe(dPs ), (22)

i=1 j

where d;5. is a Kronecker delta in the last two indexes, equal to 1 if the jth event in the
development of claim i is of type e € {se,sep,p}, and 0 otherwise. Here o denotes the
parameter vector of the distribution of the reporting delay U;, «v the one for the payment
severity distribution, and h the vector of the hazard rate functions of the development
process. The first three rows of (22) correspond to the occurrence times and the reporting
delay, the fourth and fifth rows correspond to the development process, and the sixth row
corresponds to the payment severities. These three parts of the likelihood may be optimised
separately since there is no overlap in the dependence of the parameters. However, the first
and second row cannot be optimised separately. This fact seems to be overlooked in Antonio
and Plat (2014) where, based on Section 4.1, it appears as if the (truncated) distribution
of the reporting delays are directly fitted to the data {U?}N",. This fact is also commented
upon in Section 4 of Sigmundsdéttir and Lindholm (2017).

Based on (22), it is straightforward to conclude that the log-likelihood is proportional to
NO

IO\ hyy; Fr) oS log A(T?) — /T WDy (r — b )t

i=1 0
Ne
+ZlOgPU\t(dU;§ a)
-
30D dijeloghe (Vi)
i=1 j e

N° ..
- /0 (e (1) + hsep(u) + hy(u)) du

No
+> > TlogPy(dPyjr ). (23)

i=1 4

11



In addition to the discretisation scheme of the rates of the development process, Anto-
nio and Plat (2014) discretise A(t) and w(t), something we also consider here. Let D :=
{do,d1,...,dn} be a finite partition of R;. On the intervals made up by this partition, let
A(t) and w(t) be piecewise constant according to

A(t) :Aiv te [di—ladi)a 1= 1,...,m,
w(t) =w;, teldi1,d;), i=1,...,m. (24)

Given this and the previously introduced discretisation scheme, the log-likelihood in (23)
becomes

m m d;
I\ a, h,~; F;) O(Z NYlog N\, — Zwi)\,;/ Py (17—t a)dt
i=1 i=1 di—1
No
+3 log Py (dUY; o)
i=1

+3 (N2, 10g haei + N2, 108 hoep i + Ny 1og iy ;)
i=1

N° m tj
D) SR PRELIRY S T
i=1 j=1 ti—1

o
+3 ) logP, (AP ), (25)

i=1 j

where N is the observed number of claims that occurred in [d; 1, d;) and N¢; is the number
of observed events of type e in [t;_1,t;). Moreover, A is a vector containing the piecewise
constant rates A; and h now denotes the vector containing the rates he .

Based on this log-likelihood, we can conclude that the maximum likelihood estimators of
the piecewise constant hazard rates are

Ng,k
No ot )
Ei:l ’ 1{USTi}du

tr—1

he = (26)

for e € {p, se,sep} and k = 1,...,r. Moreover, the Hessian of the log-likelihood is block-
diagonal

Jra 0 0
J=|10 J, 0],
0 0 J

where, firstly, .J, is the Hessian of the log-likelihood corresponding to the payment severities,
and therefore wholly depends on the choice of P,,. Secondly,

[ g—jé 0o ... 0 Vak]]
0 S0 Ve
Da=1 o .0 : ,
0 0 . ZE [VakT
Vot Vail ... Vapt  Ja

where V, denotes the gradient taken with respect to a and J is the Hessian of the log-
likelihood with respect to . Thirdly and finally, J;, is the Hessian of the log-likelihood
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with respect to the components of h, which is a diagonal matrix consisting of the diagonal
elements

Nk F Nea
8hgl( , O, 1S T)__hilv
for I = 1,...,7 and e € {se,sep,p}. These are all negative, and therefore, since J, is

diagonal, the log-likelihood of the development process is concave, and thus the parameter
estimators he; are unique. Based on the above Hessian, the observed Fisher information
of the likelihood function of the development processes is a diagonal matrix with diagonal
elements

o

Ne,k
5 -

h’e7k

(27)

The expected Fisher information matrix, I(h), is then acquired by taking the expectation
of these elements. These are however difficult to compute, although we can note by taking
(35) together with (40), (50) and (52) from the proof of Proposition 1 in Appendix A, that

o

N

o 1 i >tk—1 —h - _

N ,{%}] =3 4{]; kik} (1 _ e haltins tkfl)) e~ Haltion), (28)
=1 ’

o
Ne,k

E
he

where v; := 7 —T? —U?. The matrix consisting of these as its elements, normalised by N, is
a consistent estimator of the expected Fisher information matrix in the exposure measure,
i.e. as w; — oo. To see that this is the case we can use the WLLN together with, e.g. part
(iii) of Theorem 8.2 on page 302 in Gut (2005) since N° “3' oo as w; — oo. Of course,
the observed Fisher information matrix is also a consistent estimator of the expected Fisher
information, however, in (28) we are conditioning on more of the structure than if we were
to use the observed Fisher information. It is however not entirely clear whether one should
prefer the observed or the expected Fisher information when, for instance, approximating
the variance of an estimator by the asymptotic variance (expected Fisher information), see
for instance Efron and Hinkley (1978) for a discussion and a frequentist justification for
using the observed over the expected Fisher information. Using the conditional elements
in (28) can be motivated heuristically by the so-called conditionality principle since the
likelihood in (22) factorises into the components described below (22), without dependence
between the parameters in the resulting parts. However, we are considering all variables in
the likelihood, and therefore the conditionality principle is not entirely applicable. For a
detailed presentation of the conditionality principle, see Birnbaum (1962).

For the estimators in (26), it is possible to state the following proposition dealing with bias:

Proposition 4. For all k =1,...,r it holds that

E[hp,k] = hp,k’

and, for e € {se, sep}, that

E[he,k] > he,lw

i.e. the estimators of the hazard rates of pure payment events are unbiased, while there is
an upwards bias of the estimators of the hazard rates of the settlement events.

The proof of Proposition 4 is given in Appendix A. While there is an upwards bias of the

estimators, it is possible to state the following proposition dealing with consistency and
asymptotic normality:
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Proposition 5. Assume either that w, = wiy or that the discretisation of (24) holds, i.e. if
the discretisation does not hold that the exposure is proportional to a scale factor w. Then,
for e € {p, se, sep}, it holds that

2 P

he,k — he,k

as either w — oo or w; — oo for at least one l = 1,...,m, i.e. the parameter estimators
he,i; are consistent in terms of the exposure measure. Moreover,

VN° (ﬁ — h) 4N (0, [I(h)])7Y),

as either w — oo or w; — oo for at least one l = 1,...,m, i.e. VN° (fl — h) s asymp-

totically normal with mean vector zero and covariance matriz [[(h)]~!, where I(h) is the
expected Fisher information of the part of the log-likelihood in (25) corresponding to the
development process.

The proof of Proposition 5 is given in Appendix A. We can conclude from Proposition 5 that
while the estimators are biased, they are at least asymptotically unbiased, something that
will be useful in the next section. A thing to remark on is that it is possible to generalise
the assumption on the non-discretised exposure in Proposition 5. This, however, obscures
the result and is therefore left out. For other assumptions, it is straightforward to change
the first part of the proof to see if the results still hold. Moreover, the assumption in the
proposition is thought to capture most real-world scenarios.

What now remains to consider are the estimators of the \;s and a. These do not have closed
form solutions. However, we can make some assumptions on Py, such that 5\1- and & have
attractive properties. For an example of a case when these maximum likelihood estimators
are unique, consider the case when the distribution of the reporting delay belongs to an
exponential family. Some examples of standard distributions that are exponential families
are the exponential, gamma and log-normal distributions. A family of distributions is said
to form an exponential family if the distributions have densities of the form

fu(u; @) = g(u) exp {n(c) T (u) — B(a)}, (29)

with respect to some common measure. The vector n(«) is usually referred to as the canon-
ical parameter vector and T'(u) the sufficient statistic. For more on exponential families, see
Chapter 1.5 of Lehmann and Casella (1998).

Taking the logarithm of (29) and inserting it into the log-likelihood of the occurrence times
and reporting delays yields a quantity proportional to

m

ZN"log)\ —ZwlA/ Pyp(T — t; @)dt

No
+Zlogg U?) + n(a ZT U?) ZN{’B(OL
i=1 i=1

The second term depends only on the parameters, the third term only on data, while the
other terms depend on both data and parameters. From this, we see that this belongs to an
exponential family with canonical parameter vector

(10g>\1 - B(a)a . ~710g )\m - B(a)vn(a)) )

and sufficient statistic

NO
(Nf,...,N;,ZT(Uf)) :
=1
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Therefore, the MLE in this parametrisation, if it exists, is unique, see, e.g. Example 6.3 of
Section 6.6 in Lehmann and Casella (1998). Moreover, by Theorem 5.1 in Lehmann and
Casella (1998), the conditions of which are shown to hold in the example mentioned above,
the MLE is consistent, and, when multiplied by the square root of N¢, asymptotically
normal. These convergences are, as in Proposition 5, in terms of the exposure measure.
However, the theorem is in terms of the sample size, which in our situation is random.
Nevertheless, we may use the same method as at the beginning of the proof of Proposition 5
to show that the convergences hold in terms of the exposure measure. Now, from the theorem,
we know that the asymptotic variance-covariance matrix of the estimator of the parameter
vector is the inverse of the expected Fisher information. In the canonical parametrisation, the
expected Fisher information is the same as the observed Fisher information. This equality is
a well-known result that can be seen to hold by taking the logarithm of (29) and computing
the Hessian with respect to the canonical parameter vector 1, noting that the resulting
matrix does not depend on data. Calculating this quantity by hand is tedious and not very
illuminating, resulting in an expression involving integrals of Py (7—t; n7). Since the observed
and expected Fisher information coincide, the most straightforward way of acquiring them
is through standard methods when numerically maximising the log-likelihood.

Above we have shown that there are situations when it is motivated to assume that the
asymptotic distribution of the parameter estimators is normal, as is assumed in Antonio
and Plat (2014). We will comment more on this, and make use of the results in the present
section, in Section 6.

6 Assessment of prediction uncertainty

An essential part of reserving is the assessment of prediction uncertainty taking estimation
error into account. The standard method of doing this that is always applicable is the boot-
strap, which can be either parametric or non-parametric. Antonio and Plat (2014) describe
how to perform a parametric bootstrap for the model we consider in the present paper.
In Section 5.3 they describe how to take parameter uncertainty into account by simulat-
ing from the asymptotic (normal) distribution of the parameter estimators, something we
motivate in Section 5 of the present paper. Since there is not much more to add to this simu-
lation/bootstrap approach, this section will focus on another way of assessing the prediction
uncertainty (taking estimation error into account).

The method we consider here is that of the semi-analytical approximation of the condi-
tional mean squared error of prediction (MSEP) introduced in Lindholm et al. (2018). This
method is not necessarily more accurate than a bootstrap since it rests on an approxima-
tion. However, it has other redeeming qualities such as it requiring no simulations, and it
is straightforward to implement relying only on standard output from a regular numerical
maximum likelihood estimation. Since it requires no simulations, it has no Monte-Carlo er-
ror, there is no question of convergence of estimates (as would be the case in a bootstrap
approach), and it is quick to compute. For another paper using this method, see Wahl et al.
(2019) where it is applied to the models considered in Verrall et al. (2010), Miranda et al.
(2011, 2012) and to the model introduced in the paper itself. For similar results to Lindholm
et al. (2018) applied particularly to the distribution-free chain ladder model, see Diers et al.
(2016), Rohr (2016) and Buchwalder et al. (2006).

To define the conditional MSEP, we introduce a random variable X, a o-algebra F, and a
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F-measurable predictor X. The conditional MSEP is then defined as
MSEP(X, X) = E[(X — X)?|F]
= Var(X|F) + (E[X|F] — X).

The approach in Lindholm et al. (2018) uses a re-sampling/bootstrap argument which results
in the following approximation of the conditional MSEP:

MSEP(X, X) = Var(X | F)(6) + VE[X|F](6) Cov(6)VE[X|F)(). (30)

The result relies on three assumptions: (i) the parameter estimator is unbiased; (ii) the
process variance is computable; (iii) the covariance of the parameter estimator is computable.
Based on Proposition 1 and 3, it is clear that (ii) holds. By Proposition 4, (i) does not hold.
In the case of the estimators being biased, a correction term

Bias(@)'VE[R|F,](0)VE|R|F,](9) Bias() (31)

must be added to the approximation. The bias is not quantifiable in our setting and comput-
ing this expression is therefore not possible analytically. However, by Proposition 5 together
with assuming that the reporting delay distribution follows an appropriate distribution, e.g.
one that is part of an exponential family, we know that the estimators are consistent (and
therefore asymptotically unbiased). In Section 8 we investigate this approximate unbiased-
ness through a numerical example for the parameter estimators of the discretised rates of
the development process. There we see that the bias given by Proposition 4 is too small to
be of any practical significance.

Consequently, we may approximate the MSEP by disregarding this (likely) small contribu-
tion. Assumption (iii) does not technically hold, especially not for the parameter estimators
of the parameters in the occurrence part of the model, but neither is the variance of fALe’k
in (26) computable. We may, however, approximate the covariance matrix by the asymp-
totic variance, which is the inverse Fisher information matrix. Since it is not computable for
all parts of the likelihood, we may use the observed Fisher information, which we can ob-
tain from a standard numerical maximum likelihood estimation through the negative of the
Hessian of the log-likelihood evaluated at the maximum likelihood estimator. However, as
mentioned before in Section 5, it is not entirely clear whether one should prefer the expected
or the observed Fisher information, see Efron and Hinkley (1978).

In the setting of the present paper, when considering the total outstanding payments, the
approximation in (30) is

MSEP(R, R) =Var(R | F;)(0) + VE[R|F,)(8) Cov(8)VE[R|F.)(8), (32)

where 0 here denotes the vector containing all parameter estimators considered in Section 5,
and the moments of the outstanding payments R are given in Section 4, see (1) and (2)
together with (3), (4), and Proposition 1 and 3. Note that we could consider any other
range of quantities using this approximation. For instance, we could exchange R for the
number of RBNS payments made in the future and R for its prediction.

Instead of considering the rates ]Ale’k, we consider the transformed rates hey, since this sim-
plifies computations of the gradients a bit. This transformation is a simple linear transfor-
mation, and therefore the asymptotic variance is L[ (k)] 'L’ where L is the matrix defining
the linear transformation from the rates h.  to the rates hek.-

We end this section by including a proposition giving all the necessary gradients needed
to calculate (32). The proof is a simple exercise in taking derivatives and keeping track of
indices and is therefore left out.
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Proposition 6. The gradients needed to calculate (32) for the RBNS part are

0 /Mazk
—E[RR|F,
Thor [R™[Fr] = > T
8 R _Afzkhsk Ak r
aﬁSkE[R |]:T] ZM <az}cAtzk — _Atlk;hsk h i - Atzk l;_l agr |,
0 Al
g EIR™IF] = 3 -EIRF|F)

i=1

where the a;is are defined by (14). The gradients needed to calculate (32) for the IBNR part
are

9 Ge
E[RI|—7:T] = miE[RIU:T]
ey Demt dehiie)
O giRT|F] ﬁE[Rﬂﬁ]
c=19cH(c)
e_Atk}_Lsk ag T
[RI|]: <Z q@M(c)) (akAtkl_e_Atk}_Lsk - Tsk — Aty Z aj

I=k+1

o E[R*|F] = (Z qcu(c)>

9 7 E[R'|F;] 0
A
VE[RE|F, = %v A,

where ay, is given by (18) and Vo denotes the gradient taken w.r.t. .

7 One-Year Reserve Risk and a comment on simulation

This section is closely related to Section 6.1 of Sigmundsdéttir and Lindholm (2017) where
it is described how to simulate to get the Solvency Capital Requirement (SCR). Their
method requires nested simulations and is quite computationally expensive. Here we use
the formulas acquired in the present paper for the conditional moments of outstanding
payments to simplify this to require only one layer of simulations, which should increase the
computation speed drastically.

Under the Solvency Il-directive, insurers must compute the SCR, which is supposed to
Zensure all quantifiable risks to which an insurance or reinsurance undertaking is exposed
are taken into account”. It corresponds to the 99.5% Value-at-Risk of the CDR over a
one-year period, see Article 101(3) of European Commission (2015) and, for more on the
one-year risk perspective, see Ohlsson and Lauzeningks (2009). The one-year CDR is the
realised difference between the prediction of the ultimate claims payments made today and
in a year, i.e. it is

CDR := E[U|F;)(Br): F+) — BIUIFr1] (Br1): Frn)

where U is the ultimate claims payments, and é(t) is the F;-measurable estimator of the
parameter vector 6 based on the observations available at time t. Here we see that one has
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to take re-estimation into account. Based on this quantity, the one-year SCR according to
the Solvency Il-directive is

SCR := VaR0.995 (CDR) y

where VaR,, is the 100 x a% Value-at-Risk.

Given the moments acquired in Section 4, computing the SCR through simulations is a
simple matter. Proceed as follows:

1. Compute the expected value of the outstanding payments based on the data available

today, i.e. calculate .
E[R|F-)(0(r); Fr)-

2. Simulate one-year ahead n times to acquire a sample of datasets
{(Fihyi,.
3. For each i = 1,...,n, estimate @Ei)H) and compute
E[R|]:T+1](éé?+1)§ ]:521)-
4. The sample of CDRs is then

g NO) i
CDR;) := E[R|F](0(7y; Fr) — Py(1, 7+ 1) — E[R|‘FT+1](0(T+1);‘F7('-{)-1)a

where P;) (7,7 + 1) is the total payments made in the interval [, 7 + 1) based on the
1th simulation.

5. An estimator of the SCR is then

S/C?{ = @0_995({CDR(i)}?:1),

where @a(-) is the 100 x a% empirical Value-at-Risk function (i.e. the empirical
quantile function applied to the negative amounts).

Given the above procedure, it is straightforward to extend the computations to any other
risk measure.

Simulation of the new datasets can be done in the same way as is described in Antonio and
Plat (2014). It should, however, be noted that there is a slight error in the way Antonio
and Plat (2014) simulates IBNR claims in steps (a) and (b) of Section 5.1. In step (a),
they simulate the total number of IBNR claims in an interval [d;_1, d;), denoted here NZ(1),

according to
d;

1—1

NZ(1) ~ Poisson <)\lwl/
d

Given this number they say that ”the occurrence times of the claims are uniformly distributed
in [dj—1,d;)”. This statement is not true in general, although for a narrow enough interval it
might hold approximately. Instead, it is the case that the reporting times (i.e. the occurrence
times plus the reporting delay) are distributed according to a slight modification of (21) given
NZ(I). More precisely, for s € [d;_1,d;) it is distributed according to

[y (A =Py(r —t))dt

d
A (L= Pyplr — t))dt

(1 =Py(r — t))dt) . (33)

(34)
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on [d;_1,d;). If we assume that the payment severities do not depend on the occurrence
times and the reporting delays, we can note that given a set of simulated reporting times
there is no need to invert to find the separate occurrence times and reporting delays since
these are then of no particular interest, i.e. step (b) would be redundant.

Instead of simulating IBNR claims using (33) and (34), a perhaps more straightforward (but
less efficient) method is to simulate the whole process from time 0 up until at least one year
from now (i.e. time 7+ 1) and then only keep those claims that were IBNR at the current
time 7. This way we only need to simulate from a (piecewise) homogeneous Poisson process
and then for each occurrence simulate a reporting delay according to Py,. However, if there
are relatively few IBNR claims compared to RBNS claims at time 7, this will be highly
inefficient.

8 Numerical Illustration

In this section, we simulate the development process using parameter values inspired by
Antonio and Plat (2014). The purpose is to investigate the size of the biases of the parameter
estimators in the development process part of the model to see if it is appropriate to disregard
the bias correction in the semi-analytical approximation of the MSEP given in Section 6.
We do not illustrate the MSEP approximation itself, nor do we illustrate other results of
this paper such as the CDR computations in Section 7. Illustrating these methods would
require us to simulate from the complete model, requiring us to make assumptions on all the
different parts of the model. To make the illustration convincing we would need to make a
quite extensive simulation study, preferably calibrated to realistic parameter values, which
is outside the scope for this paper. We therefore limit ourselves to the development process
and the results in Section 5 regarding the parameter estimators of the development process
parameters. For the interested reader, see Wahl et al. (2019) for a paper implementing the
MSEP approximation of Lindholm et al. (2018), and Sigmundsdéttir and Lindholm (2017)
for an implementation of the CDR computations in Section 7.

Instead of simulating the whole development process, we simulate one single interval. Any
subsequent interval will behave similarly, but with a (random) smaller sample size since some
claims will be settled. We therefore also investigate some different sample sizes to see the
effect of having a small number of active claims in a particular interval of the development
process. Even though there will be a smaller sample size available for intervals further from
reporting, the importance of correctly estimating the rates in these intervals will become
smaller the further out one gets since, out there, there are relatively fewer claims.

We use the case study of Antonio and Plat (2014) in order to pick realistic parameter values
and sample sizes. In Section 2.3 they state that there are 491,912 claims in total. These
claims are split into two types, material damage ('material’) and bodily injury (’injury’). To
keep this illustration conservative sample size wise, based on Figure 3 in Antonio and Plat
(2014), we assume that there are 40,000 material claims and 900 injury claims since these
are the numbers available the last accident year (2008). Apart from being conservative, it
might be the case that claims reported in 2008 (the last year in their data), compared to the
claims reported in 1998 (the first year in their data), are more representative of the claims
that are not yet settled. To investigate the behaviour in intervals further out from reporting
we use 10% of these numbers, i.e. 4000 material claims and 90 injury claims.

For the rates, we use Figure 10 of Antonio and Plat (2014). We pick values that are close
to the first piecewise constant estimate of the three types of events, both for material and
injury claims. This choice is somewhat arbitrary, but most of the rates are, in any case, of
the same magnitude. The rates we use are summarised in Table 1.
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Lastly, we have to specify the length of the intervals to simulate over. These we choose
according to the length of the interval for the first piecewise constant hazard given in Antonio
and Plat (2014), see Section 4.3, i.e. four months for material claims and six months for
injury claims.

Table 1: Parameter values used for simulation.
Claim type‘ hse Nsep hyp
Injury [0.08 0.02 0.3
Material |[0.45 0.35 0.15

Based on the above we simulate one million times for both the injury and material claims.
The result of this is visualised in Figure 1 where kernel density estimators (KDE) of the
simulated estimators of the rates given in Table 1 are shown for both the full and the
conservative sample sizes, together with vertical lines indicating the parameter values used
when simulating the data for comparison. We omit drawing vertical lines corresponding to
the sample means of the simulated estimators since these coincide with the true parameter
values to such an extent as to be indistinguishable, see Table 2 for the per mille differences.
It is clear that the biases that the parameter estimators of the rates of the settlement events
have according to Proposition 4 quickly becomes negligible, which motivates approximating
the MSEP in Section 6 by neglecting the bias correction given by (31).

A final thing to note here is that even though the sample size is quite tiny for the conservative
case for material claims (90 claims), the widths of the distributions of the estimators are
not strikingly large.

Table 2: Per mille differences of the sample mean of the estimators compared to the (true)
parameter values used for the simulations.
Sample size Claim type‘ hse hsep  hp

Full Injury 0.8 09 0.04
Conservative  Injury 7.0 6.6 0.009
Full Material |0.009 0.02 0.0006

Conservative Material | 0.23 0.25 0.05

9 Conclusion

In this paper, we have analysed the model considered in Antonio and Plat (2014), which
is based on the model class of Norberg (1993) and Haastrup and Arjas (1996). We have
computed moments of the outstanding payments, split on IBNR and RBNS claims. Based
on this, we have shown how it is straightforward to simulate to acquire the moments of the
CDR. This method requires only one layer of simulations and is therefore quick to run, and
convergence is convenient to assess since there is no need for nested simulations. We had
a closer look at the maximum likelihood estimation, showing, for instance, the asymptotic
normality of the parameter estimators (under weak assumptions), which motivates the use
of the normal distribution when assessing parameter uncertainty, as is done in Antonio and
Plat (2014). Based on Lindholm et al. (2018) and the asymptotic results for the parameter
estimators, we have given a semi-analytical approximation of the conditional MSEP as
a convenient method of assessing prediction uncertainty taking parameter uncertainty into
account. This method requires no simulations and only uses standard output from numerical
maximum likelihood estimation. Finally, we have shown that the estimators of the rates in
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Figure 1: Kernel density estimators (KDE) of the estimators of the rates of the development
process given in Table 1 based on 10° simulations. The top figure corresponds to the injury
claims while the bottom figure to the material claims. The red solid KDE corresponds to
using the full sample size (40,000 for material and 900 for injury claims), the blue dashed
KDE corresponds to using the convervative sample size (10% of the full sample size), and
the black dashed-dotted vertical lines are the true parameter values. The sample means of
the parameter estimators are not shown in the figures since these cannot be visually distin-
guished from the true parameter values, see Table 2 for the per mille differences between
the sample means of the estimators and the true parameter values.
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the development process are well behaved given some realistic parameter values and sample
sizes based on the work in Antonio and Plat (2014).
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A Proofs

Proof of Proposition 1. To calculate the expectation and variance of the outstanding pay-
ments, we must compute E[N;|F;] and Var(N;|F;) for all | > k; and Cov(Ny, Ni|F) for
all k > | > r;. The following will be useful for this purpose: For ; < s <t and all k € N
it holds that

E[N/(s,t)|F-] = B[N} (s, 8)|V; > 7] = E[N]'(s,£)|Vi > s|P(V; > s|V; > 73),  (35)
from which it follows that

Var(N; (s, t)|F,) = E[NZ(s,t)|V; > s|P(V; > s|Vi > 7))
— E[N;(s,)|V; > s]*P(V; > s|V; > 15)%. (36)

Moreover, for 7; < s <t < s’ < t’, the covariance terms are given by

E[N;(s,t)N(s',t")|Fr] = E[N;(s,t)N (s, )|V; > 7]
= E[N;(s,1)|Vi > s'[E[N;(s",t")|Vi > §']P(V; > §'|Vi > 1), (37)

where we can conclude that, for [s,t] C [t;—1,¢;) for some | > &,
E[N;(s,0)|V; > §'] = (t — 8)hp, (38)

since the conditioning implies no settlement in the interval [s,t) and therefore N;(s,t)
is equivalent to the Poisson process counting only the payments without settlement, not
stopped by a settlement event, which has the given expectation. In (35)—(37) we have made
use of the fact that the only information in F, that is relevant for the event processes
is whether settlement has occurred or not since the three event generating processes are
mutually independent (non-homogeneous) Poisson processes that stop if a settlement event
occurs. Therefore, conditioning on F. is equivalent to conditioning on the event V; > 7.

The probabilities in (35) and (36) are, for s < t, given by

P(V; > t,Vi > s)
P(V; > s)

_P(Vi>t)

PV > s)

P(V; > t|V; > s) =

Since events occur according to mutually independent Poisson processes and settlement
occurs if any of the two settlement processes has an event, these probabilities are given by

P(V; > s) = P(No event with settlement in [0, s])
= exp { / (e t) + hoep (1)) dt}. (39)
0

Therefore, for s < t it holds that
t
P(V; > t|V; > s) = exp {—/ (hse(t) + hsep(t)) dt} . (40)

What now remains to compute in (35) is E[NF(s,)|V; > s] for k = 1,2, and s,t € [t;_1,1;).
To do this, we first note using (39), that the probability density function of V; conditioned
on V; > s, is

fv. (1)

_ — R (t)e~Hs(t)—Hs(s)) 41
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Define N; (s,t) to be the number of events of type e € {p, se, sep} for the ith claim in the
interval [s,t) when settlement stops the processes. We are interested in the moments of the
total number of payments, i.e. of

Ni(s,t) := N; p(8,1) + Ny sep(s, ). (42)

For this, define M; .(s,t) to be the Poisson process generating events of type e, not stopped
by settlement events. To acquire the moments of the number of payment (without settle-
ment) events we note that, conditional on V;, M, , is still a Poisson process on the interval
[0,V;) since M; , is independent of M, . for e € {se, sep}. Therefore

E[N; ,(s,t)|Vi > s] = E[M; ,(s,t AV;)|V; > ]
St AV;) — Hy(8)|Vi > 8]

E[H
/ D(EAW) = Hy(8)) frijvss (w)du
[
o

( )) fV|V > s(u)du

Hy(t) — Hy(s)) P(V; > t|Vi > ), (43)
and
E[NZ,(s,1)|V; > s] = E[MZ,(s,t A Vi)|V; > ]
=E[Ni(s,)|V; > 5| + E[(H,(t A V;) — Hy(s))2|V; > 5], (44)
where

E[(Hy(t A V) = Hy(5))* [Vi > 8] = (Hy(t) = Hy(s))" P(V; > 1]V > 5)
t
+ [ ) = B fovwide. (@)
For the moments of the settlement events, let V¢ denote the first time the Poisson process

generating events of type e has an event. For e € {se, sep} we note that N; .(s,t)|V; > s is
a Bernoulli random variable with probability parameter

P(Nie(s:t) = 1|V; > s) = E[l{ve=v, <3| Vi > 5]

=FE [Zeg‘til{VQ} Vi > s}
- [ ateri (16)
where we have made use of iterated expectations with
Bll <o V] = 70 e ()

This last equality can be seen to be the case by the following standard result: Take dt > 0
and note that

P(N; o (t,t + dt) = 1)
P(V; € (t,t + dt))

 he(t)dt + o(dt)

 he(t)dt + o(dt)’

P(N;(t,t+dt) =11V, € (t,t+dt)) =
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for e € {se, sep}. Since N, .(s,t)|V; > s is a Bernoulli random variable, the probability in
(46) is the sought after first two moments of N;.(s,t)|V; > s.

Finally, we acquire the first moment of (42) by adding together (43) and (46), while the
second moment is acquired by computing

E[NZ(s,1)|Vi > s] = E[N?, (s, 0)|[Vi > s] + B[N, (5, 8)|Vi > s]

4 2E[Ny (5, 8) Niooep (5, 8)[Vi > 5], (48)
where
E[Ni,p(svt)Ni,sep(Sat)‘w > 5] = ]E[Mi,p(sv Vi)l{Vf:Vi<t}|Vi > 5]
—E [(Hw;«) — Hy(s)) %um} V> }
= [ 0= By JE B Fevadde, (49

where we have made use of the independence between the processes.
Now we move on to computing the moments given the discretisation scheme introduced in
Section 3. Taking s,t € [t;—1,t;) for some [ € {1,...,r}, we get from (43) that
t o _
E[N; p(s,t)|Vi > s] = / hpi (u—s) hoe et (=) dy, 4 (¢ — s) hp,le_h”(t_s)
S

_ %l (1- e hat), (50)

and, together with (45), that

hpa R hpa
EINZ, (s, Vi > 5] =2 (1= e7hnt=2)) (11 4 2228
[Nip(s: )V > 5] =32 e 2
h2 .
— 22l — g)eherlt=s), (51)

sl

Moreover, from (46) it holds for e € {se, sep} that

>

E[NZ (s, )1V; > 8] = E[Nic(s, 0|V > o] = 3 (1= hat=2). (52)

Finally, from (49) we get

hpihse . har(ims
BN (5, 1) Niep (s, )|V > o] = =242 (1= (1 Rat = s)e™™=9) . (53)

Therefore, from (50) and (52) it holds that

E[Ni(s,D)|V; > s] = % (1= e hut=2), (54)

sl

and from (51)—(53) together with (48) that

h ,
B[N 1V > o] = (14232 ) (1 e Pect=)
hsi hg

Popiip,

sl

-2 (t — s)e Tett=s), (55)

The proof is finished by taking the probability in (40) together with the moments in (54) and
(55) and inserting these into (35) and (36). Taking these together with (37) and inserting
them into (11) and (12) yields the result. O
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Proof of Proposition 4. Let v, := 7 — T2 — U? so that 7; = ; A V;. All expectations in

this proof are conditional on o((T?,U?)Y’)), but we suppress this to keep expressions less

cumbersome. Therefore, we treat 7; as a constant.

Beginning with the estimators of the hazard rates of pure payment events, we have

A - -ZiNi,p(SATiat/\Ti)

B L Zi(ﬂ-/\tfﬂ-/\s) :|
_ZZ‘Mi,p(S/\Tht/\Ti)
L Zi(Ti/\t_Ti/\s) :|
_Zin(t/\Ti)—Hp(S/\Ti):|
Y EAT —sAT)
Zi(t/\ns/\n)]

YEAT —sAT)

= hy E

= hp,l7

showing that the estimators are unbiased.

For the corresponding quantities for settlement events, let Z = {i = 1,... NS v > s}
and V := o({V; };cz). Moreover, for notational brevity, let s := ¢;_1 and ¢ := tj. Finally, for
i € Z, let A; be the event that V; € (s,t A;) (i.e. AS is the event V; > t A ~y;). We begin by
the following computation for e € {se, sep} where we make use of (47):

> iez Mie(s ANVi, t NV A y;) v
Yiez(ViNvi NE=ViNs)

f_Le,k E ZieI La;

b [2iez(VinviANt=Vins) |

Now define A :=0((14,,...,14,, )), then
ek

Elher] =E {E {

_ L
B‘ i€T ZjeI(t Ny — S)lA_; + Zlel(w — s)lAL]
_ he I 1
h 2ol E All4;| P4y
hs ; 2 jer( Ay = 8)lac + 3 ez (Vi — s)la,
S hek | 1
7 E P(A;
hs ; | 2 jez(EA Y = 8)lac + 3 cr LA B[V - 5|Aﬂ (4)
> ek § P (A))
sk iGIE{ZJGI\{ }(tAny—s)lAc+Zl€I “/l_5|Al ‘A}

where, using (39) together with

fv,(v)

P = B = Ry

we have

e—l_zsk(v—s)

— dv
— e~ hsk(tAY;—3)

tAYi 7
E[Vi—s\A,—]:/ (v—s)thk

S

]. . t /\:Y’L — S efﬁsk(t/\’h‘*s)
hsk 1— e*hsk(t/\’yifs) ’
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Next, note that

; > s ~ Bernoulli(p;)

1y,
with probability parameter
pi i =P(A) =P(V; € (s,t A7) =1— e~ hak (tAYi=s)
Using this together with the fact that
—log(1 —p;) = har(t Ayi — 5),
we have that

]E[il&k] Di

Y

hek

)

P

[Zlez 1a, (1 + 15 log(1 —Pl)) 2 jergiy Lag log(1 —p;)

b
iz 2uen\iy i+ 1+ Og(l 2 — log(1 — p;)

_Zl+1pL Di

|
1gling NM

et 1032(1 —pi)+ ZleI\{i} b
>

lezz 1—(1—pi) +Ezez\{ y P
= 1’

where the last (strict) inequality holds since

— 7 log(l —z) < —(1—x),

for all x € (0,1).

ZIEI\{ \ 1 (1 + 10g(117;pl)) +14 log(;:m) _ ZjeI log(1 *pj)

A

O

Proof of Proposition 5. To prove the results of the proposition, we make use of Theorem 5.1
on page 463 in Lehmann and Casella (1998). To use this theorem, we must verify that some
regularity conditions hold. However, before that, we must verify that it is OK that the log-
likelihood in (25) has a random number of terms, N°. For the observed claims we know,
in the same way as for the IBNR claims in (17), that the number of them is distributed

according to

N° ~ Po </ wt)\tPU\t(T — t)dt) y
0

see, e.g. Norberg (1993) and Antonio and Plat (2014). For notational brevity, let

AT = / ’LUt/\tPU|t(T — t)dt
0

We know by the same well-known result giving us (21), that

A
P(T° < {N° =n) = =~

T
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Therefore, it is the case that, conditional on N°, the terms of the log-likelihood are all i.i.d.,
and, moreover, the distribution of the terms does not depend on the value of N°.

Furthermore, by assuming that w; = wwy, it holds that

NO

wy

£>/ ﬂ}tAtPU‘t(T—t)dt,
0

as w — oo. We may, therefore, apply (a special case of) Anscombe’s Theorem, see e.g.
Theorem 3.2 on page 346 in Gut (2005), to the proof of Theorem 5.1 in Lehmann and
Casella (1998) to see that part (b) and (c) of the theorem applies to our situation of a
random number of terms in the log-likelihood. Additionally, since N° “3" oo as w — oo,
it holds by, e.g. part (iii) of Theorem 8.2 on page 302 in Gut (2005), that part (a) of the
theorem also applies in our situation.

We now move on to prove the proposition by verifying the assumptions of the theorem. The
assumptions (A0)-(A2) are trivially satisfied. Therefore, we move on to check assumptions
(A)-(D).

The log-density corresponding to the development process of the ith claim is
m tj
10g f(h) = Z Z Ni,e(tjflvtj) IOg he,j - he,j / 1{u<7—13}du )
j=1 e ti—1

where we have suppressed the dependence on the data for notational convenience. The third
partial derivatives of this log-density are

3 Nio(tj—1,t))
1 h)=92"2J9=0 "9/ ol
ah(%jahg/’kah@//,l og f( ) hgd {E—e =e } {]—k-l}7

and thus f(h) satisfies Assumption (A). Moreover, Assumption (D) is fulfilled since

E[Nie(tj-1,1))]
e

Lie=er=ery1{j==1} < 00.

33
E 1 h)|| =2
Haheﬁhe',kahw o8l )H

To show that Assumption (B) holds, we first note that

o) Nie(tj_1,t;) L
I | h) = M_/ 1 du. 56
he og f(h) hes 1 fu<r;ydu (56)

.
Since

tj
E [/ Liu<r}
t;

ji—1

%‘] =E[ViAyi Aty —tialVi >t w] P(Vi > 1)1y, 54,03
Lyi>t0) R (6 At
= - 7l_zs; : (1 — e hsi (8N t;—l)) IP’(V¢ > tj—l)
72:| )

N;o(ti—1,t5)
— E ) J v 7]
B
where the second equality follows from computing the expectation using the density in (41),
and the last equality follows from (50) and (52), it holds that

e.J

E [a]i’j log f(h)] =0. (57)
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What remains to show for Assumption (B) is that

0? 0 0
E|l-7—F7—1 h)| =E 1 h)——I h)|. 58
i 1or F 0| = & | 5o ) 1o () (59
For this, we take the partial derivatives of (56) and note that

Nie(ti-1,t5)
2 .
€,]

32
E|l—————1 h
[ i e (1)

%} =E

%‘] Le=ery L=k}

We must, therefore, show that the right-hand side of (58) is equal to this expression. By
using (56), we see that it holds for j < k that

0 0
E {8’%4 log f(h) ok log f(h)}

0
IE{ahEJIng(h)

=0

Vi > tk_l] E { log f(h)

Do s Vi > tk—1:| P(V; > tr—1)

since the second expectation is 0 by (57), showing that the expectation of the right-hand
side of (58) is zero if j # k. To show that the expectation of the product is zero if e # €/,
we take e € {se, sep} and then first compute the following

0 0
E [ 7o (1) Lo f(h)}

]E{E[ 9 log f(h)~2 1ogf(h)‘VH

Ohy, Ohe.j
hp_j fttJ 1{u<7.,}du tj o
=F ol - —/ leyerndu log f(h)
hp’j ti—1 {u<rs} (9he,j
= 07
where the second equality comes from the fact that
tj
B[Nip(tj-1,t)V] = hp.,j/ Lu<r,ydu, (59)
j—1

which follows by the same reasoning as the motivation for (38). Secondly, similar to in the
proof of Proposition 4, define A to be the event that V¢ € (s,t A~;), then

0 0
E [ahw_ g (1) 57— log f(h)}

[ [ 145 ti 1 gzer ti
=E I — / Lu<rydu I — / Lu<rydu
L hse,j ti—1 hsep,j ti—1

1As_e 1A§eP t; 12} 2
=FE |- ENT / Lucrydu + / Liucrydu
hsep,j hse,j tj—1 tj—1

J—

2
Tevie. .t t ti
=K —QW/ 1{u<n‘}du+ (/ 1{U<Ti}du>
sJ tj—1 tj—1
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where the third equality is acquired by (47) and the last equality with zero from computing
the expectation using the density in (41). What remains are the squared terms where both
indexes are the same in the product. These are:

i .
o 2 Nip(ti_1,t;)  [%
E logfh) =E Mf/ Liyerydu
l(ahp,j ( ) ] ( hp,j ti—1 fusri}

- =
N2 (tj-1,t; ti
. <h>< / 1{u<n}du>
p.J tj-1

_E Np(taltﬂ)]

2

p,J

where the second equality comes from expanding the square and using (59) and the last
equality follows from (44); and for e € {se, sep}

2
o) ? NZ (tj-1,t5) b
1 —E | e[y
<8h€>j ng(h)) ] ( hi,] /t]‘_l {u<71}du

Ni,e(t'fht')
=E [h; — ] :
€.

E

where the last step follows by expanding the square and then using the last step in (60),
and thus it is clear that (58) holds.

Finally, we must show Assumption (C). Doing this is straightforward since the expected
Fisher information is a diagonal matrix with diagonal elements given by the expectation of
the elements in (27), which are all non-negative, implying it is positive semi-definite.

Therefore, all assumptions of Theorem 5.1 on page 463 in Lehmann and Casella (1998) are
fulfilled, and the proof is thus complete. O
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