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Problem 1 
 

a) See in compendium, chapter 2.2.2. 
b) Unbiasedness does not depend on the size of the data sample, see page 38 in the 

compendium. 
c) Residuals are 𝒆 = 𝒀 − 𝒀% and see point 1. on page 28 in the compendium. 
d) 1. Heteroscedasticity. b& are unbiased, consistent but not effective. 

2. Autocorrelation. b& are unbiased, consistent but not effective. 
3. Collinearity. The matrix 𝑿𝑻𝑿 is not invertible so we cannot estimate b. 
4. No stable b&  over all observations (no parameter constancy). 
 

Problem 2  
 

a) Heteroscedasticity. Estimator of b  is unbiased and consistent but not effective.  
b) It is unbiased. See the last equation on page 70 in the compendium. 
c) GLS-estimator of b in this model is                                                                                

b& = (𝑿*W+,𝑿)+,𝑿*W+,𝒀, where W = diag(𝑋,0, … , 𝑋20). 
d) It is BLUE (Theorem 5.1 in compendium). 

 
Problem 3 

 
The unrestricted RSS are 𝐞,*𝐞, = 30 − [10	20] ;20 20

20 25=
+,
;1020= = 5 

and 𝐞0*𝐞0 = 24 − [8	20] ;10 10
10 20=

+,
; 820= = 3.2. 

 
To get the restricted RSS we need the design matrix for whole sample 
 
 𝐗∗*𝐗∗ = ;20 20

20 25= + ;
10 10
10 20= = ;30 30

30 45=, 𝐗∗
*𝐘∗ = ;1020= + ;

8
20= = ;1840=, 

 𝐘∗*𝐘∗ = 30 + 24 = 54 
 
The Chow test of structural change is  

𝐹 =
(𝐞∗*𝐞∗ − (𝐞,*𝐞, + 𝐞0*𝐞0))/k
(𝐞,*𝐞, + 𝐞0*𝐞0)/(n − 2k)

=
(10.933 − 5 − 3.2)/2

(5 + 3.2)/26 = 4.333. 

 
The 5% critical value is F0.95(2, 26) = 3.37. We reject the hypothesis (at 5% significance 
level) that urban and rural areas have the same structure. 

 
 
 



Problem 4 
 
Let 𝑌L = 𝜙,𝑌L+, + 𝜙0𝑌L+0 + 𝜀L − 𝜃,𝜀L+,			(∗)	. 
 
By squaring both sides of the above equation and taking expectations we get  
𝛾Q(1 − 𝜙,0 − 𝜙00) = 2𝜙,𝜙0𝛾, + 𝜎S0(1 − 2𝜙,𝜃, + 𝜃,0) where 𝛾Q = 𝐸[𝑌L0] = 𝑉(𝑌L). 
To get the above you should remember or show that 𝐸[𝑌L+,𝜀L+,] = 𝜎S0. Then multiplying 
both sides of (*) by successive lags of itself and taking expectations we get                     
𝛾,(1 − 𝜙0) = 𝜙,𝛾Q + 𝜃,𝜎S0   and   𝛾V = 𝜙,𝛾V+, + 𝜙0𝛾V+0 for k = 2, 3,….where 𝛾W =
𝐶𝑜𝑣(𝑌L, 𝑌L+W), 𝑙 > 0. 
And the autocorrelations are 𝜌Q = 1, 𝜌, = _̂

`̂
, 𝜌V =

^a
`̂
= 𝜙,𝜌V+, + 𝜙0𝜌V+0, 𝑘 = 2,3, … 

 
 
Problem 5 
 

a) See page 59 in the textbook of Tsay. 
b) See page 62 in the textbook of Tsay. 

 
Problem 6 
 

a) See page 401 in the textbook of Tsay. 
b) See page 402 in the textbook of Tsay. 
c) See page 403 in the textbook of Tsay. 


