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Problem 1
a. Let m(z) = P(Y = 1|X = x). The simple linear logistic regression model asserts
that (@) .
) m(x ey

where « is the intercept and S the effect parameter.
b. We obtain 7(60) by plugging the ML estimates of o and 3 into (1), i.e.

eoc+60-,6’ 6—5.31—&-60'0.111 61'350

= = 0.794.

c. We have that

Var(logit(#(60)) = Var (d+60- )
= Var(@) + 2 - 60 - Cov(a, 3) + 602 - Var(f),

which gives a standard error

SE = /Var (logit(#(60)))
= /1.2852 — 120 - 0.0267 + 3600 - 0.0006
= 0.4911.

a 95% Wald type confidence interval
(1.350 £ 1.96 - 0.4911) = (0.3874,2.3126)

for logit(7(60)), and

( 60.3874 62.3126

[ o057 ] +62_3126> — (0.596,0.910)

for 7(60).



Problem 2
a. The Wald test statistic for testing Hy : f = 0 against H, : 5 # 0 is

B oa1r
Var(p)  V0.0006

which exceeds zpg25 = 1.96, the 0.975 quantile of a standard normal distribution.
Hence we conclude that age has a significant effect.

Zs 4.53,

b. We can equivalently formulate the two hypotheses as

HO . M() hOldS7
H, : M holds but not M,.

The deviance of model M is G*(M) = —2(L(M) — L(Mgy)), where L(M) and
L(Msy) are the log likelihoods for M and the saturated model Mg,;. Therefore, the
likelihood ratio test statistic is

G?(Mo| M) = —2(L(My) — L(M;)) = G*(My) — G*(M;) = 136.66 — 107.35 = 29.31,

which approximately has a y3-distribution under Hy, since M; has 2 — 1 = 1 addi-
tional parameter compared to My. By the table in Appendix A, G?(My|M;) exceeds
x3(0.05) = 3.84, and therefore Hy is rejected.

c. The log likelihood is

L(a, B) 32,2 log (m(x)¥ (1 — m(z;))' %)
i (yilog(m(x) /(1 — m(x4))) + log(L — m(x7)))

= 19 (wila + Br;) — log(1 + eo*h2))

Differentiating with respect to a and 8 we find & and B as the solution of the two
likelihood equations

0 = 9L(a,B)/00 =% (yi — (1)), (2)
0 = 0L(a, B)/0B = 1% @ (y; — m(wy)),

using that dlog(1 + e**#%) /0a = m(x;) and dlog(1 + e*+%) /0 = x;mw(z;). The
dependence on « and f is implicit in (2) through all 7(x;).

d. Data can be summarized in a I x 2 table, with cell (¢, j) containing N;;, the num-
ber of patients of age x' and CHD status j for i = 1,...,7 and j = 0,1. Then
M, corresponds to a loglinear model where all IV;; are independent and Poisson
distributed;

N;; ~ Po (exp()\f +alg—y + 6xi1{j:1})) :

and 1g;—y is the indicator function for j = 1. This model has I main effect parame-
ters A\f, ..., \¥ for X, one main effect parameter o for Y and one single interaction
parameter 3 between X and Y.



Problem 3

a. The relative risk ratio is r = 7y /ms.

b. The likelihood function (7, 72) is maximized by

T = 7111/”17
Ty = n21/n2,

We could equivalently write the two parameters as (for instance) my and r = 7 /79,
and since the maximum likelihood estimates transform in the same way as the
parameters, it follows that the ML estimate of r is

T _ Nung

(3)

F = - )
U’ UPARUGH

c. We estimate Var(log(7)) by replacing m; and me with 7; and 7y respectively. This

gives
1-— 1—a
=/ Var(log(# \/ Wl 2 \/ f2 T2 (4)

Ny Ui ninn nanoy

d. We find from (3) and (4) that

200 - 40000
po 20 Y 111 = log(F) = 0.1054
"7 360 - 20000 og(7) = 0.1054,
and
10800 39640
E: — . .
5 \/20000-200 *+ 10000360 ~ 20878

This gives a 95% Wald confidence interval
(0.1054 +1.96 - 0.0878) = (—0.0667,0.2775)

for log(r) and

(e700667 (02775) — ((9.935, 1.320) (5)

for r. Since (5) includes 1, there is no significant difference in accident rates between
the two regions. Even though the data set is large, the smallness of the accident
rates makes the confidence intervals wide.

Problem 4

a. All models have one baseline parameter \. Since S, E and I are binary variables,
each type of main effect (e.g. A\¥), second order interaction effect (e.g. A°F) and
third order interaction effect (A5*!) contributes with one parameter. Adding the
number of parameters of different interaction orders, we find:



Model P
(S,EI) | 14+3+0+0=4
(SE,I) 14+3+14+0=5
(SLE) 1+3+1+0=>5
(S,EI) 1+3+1+0=>5
(SE,EI) | 143+2+0=6
(SE,SI) | 14+3+2+0=6
(SE,SLEI) | 14+3+34+0="7
(SEI) 14+3434+1=8
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Since the saturated model has 2 x 2 x 2 = 8 parameters, in the last column, a model
with p parameters has df =8 — p.

b. Let L(M) and p(M) be the log likelihood and number of parameters for model M.
The deviance equals G*(M) = —2(L(M)— L(SEI)), with (SEI) the saturated model.
Hence

AIC(M) = —2L(M) + 2p(M) = G*(M) + 2p(M) — 2L(SEI). (6)

Since the last term on the right hand side of (6) is the same for all models M, it is
equivalent to minimize AIC(M) and G*(M) + 2p(M). The values of G*(M) were
given, and those for p(M) were found in a). From this we find that (SEI) minimizes
AIC.

c. The likelihood ratio test statistic for testing

Hy: (SE,SLEI),
H,: (SEI) but not (SE,SLEI),

is
GQ(SE,SI,EI\SEI) = —2(L(SE,SLEI) — L(SEI)) = GQ(SE,SI,EI)
= 285 < X§,7(0.05) = 3.8415,

so that (SE,SLEI) is not rejected at level 0.05.
d. The cell counts of model (SE,SLEI) have a Poisson distribution
Niei ~ Po (exp(A+ A5 + AP + M+ ASF 4 25T+ \ED)) |

with s,e,i € {1,2}. If level 2 of each variable is used as baseline, any parameter
with at least one of its indeces s, e or 7 equal to 2 is put to zero. This gives a
parameter vector

(A AT, AT, AL AT AT ALY,

Problem 5

a. Since N;; are independent Poisson variables with means p;;, we find that

s Mg
P(N11:n11,-~aNIJ:nU):He Nmﬁ. "
iy A

4



b. The cell counts {N;;} have a multinomial distribution with n trials and success
probabilities {m;;}, i.e.

n! -
P(Nllznllﬂ"'7N[J:nIJ):7HT{'.J. (8)

o ij
ILij nij! 55

c. The cohort study typically has multinomial sampling. In contrast, if the rows and
columns correspond to different levels of the explanatory and response variables,
the clinical trial has independent multinomial rows, whereas the case-control study
has independent multinomial columns.

d. By additivity properties of independent Poisson variables, it follows that the total
cell count has distribution

N = ZNij ~ Po (Z #ij) = Po()
ij ij
under Poisson sampling. Together with (7), this implies

P(N11:nll,...,NU:nU|N:n) = P(NH:nll,...,NU:nU,N:n)/P(N:n)
= P(NH:Til_l,...,NU:nU)/P(N:n)

ij
P T _ n
— .M T HE
Hw e ngj! / (6 n! )

_ n! H (,“ij)nij
Hi,j TL”' Y 12 ’

which agrees with (8), since m;; = 15/ .




