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Problem 1
a. The logistic regression with one single predictor x has
ea+,8:r
=PY=1z)= ———.
rla) = PY = 1la) = -

(1)

b. To test if the medicine has any preventive effect we formulate null and alternative

hypotheses
H() : B = 0,
H,: <0.
The Wald test statistic is
B —0.32

W

T g V0025

We can therefore reject the null hypothesis that the medicine has no preventive

effect at level 0.05.

c. Plugging in parameter estimates and = = 10 into (1), we find that

logit[#(10)] = & + 103 = —3.1 — 10 - 0.32 = —6.30,

so that the predicted probability of suffering from a heart attack within one year is

—6.30

for a patient with daily dose of 10 mg.

d. We use the delta method, so that a confidence interval for logit[7(10)] is constructed

at first. We have that

Var(a 4+ 103) = Var(d)+2-10- Cov(a, 8) + 10% - Var()
1.1 —20-0.06 4 100 - 0.0225
= 2.15,



which gives an approximate 95% confidence interval
(—6.30 —1.96 - v2.15,—6.30 + 1.96 - \/2.15) = (—9.1739, —3.4261)
for logit[m(10)], and

( 6—9.1739 6_3'4261

1+ 679.1739’ 1+ 673.4261

) = (0.000104, 0.0313)

for m(10).

Problem 2

a. Let
0 = M11M22/(M12H21),
O = u11M33/(M13M31)>
Orir = Hoapiss / (M23M32);

be the odds ratios of subtables I, II and III. They are estimated by

Aél = 7111”22/(7112”21) = 2-457
ﬂu = n11n33/(ﬂ13n31) =42,
Orir = noangs/(nagngs) = 10.5.

These estimates suggest that degree of injury is strongly associated with health one
year later, if the severe injury and bad health levels are included, as for subtables
IT and III. The association between no/mild injury and good/fair health is weaker,
and possibly not significant for this rather small data set.

b. Since this data set has Poisson sampling, the null hypothesis of independence be-
tween the rows and columns of subtable I is Hy : 11100 = 12121, or equivalently
H() . 9[ = 1.

c. Fisher’s exact test uses a hypergeometric distribution

o) () — () Gol)
ni1 ) \n+1—n11) _ \n11/\12-nn1

PHO (Nll = nll‘n1+7 No4, Ny1, n+2) = ( n ) - (23)
12

n41

d. The one-sided alternative is H, : f; > 1. Since ny; = 7, we get a

P—value = ;L. P(Ny = klnig,noy,nyi,nyo)
= 0.1933 + 0.0604 + 0.0089 + 0.0005 + 0.0000
= 0.2632
> 0.05.

The association of subtable I is therefore not significant at level 0.05.



Problem 3

a. We regard (nq1,m91) as data, since they determine uniquely the number of observa-
tions in the other two cells of subtable I. Since Ni; and N,; are independent and
binomially distributed with success probabilities 771 and 75, the likelihood is

Z(Wl,@) = P(Nll = nqy, Nop = 77/21‘7T1,7Tz)

ni+ n11 1 _ ni4+—nii , (n2+) n21 1 _ n24—n21
T T
nii ™ ( 1) n21 T2 ( 2)
_ ni+ nii nio na24 n21 n22
- (B ()i -
n )1 ( 1) noy ) 112 ( 2)
(11 1 _ L (12 1 _
= 7 7T1 7'('1 5 7T2 7T2

261360 - 71 (1 — mp) 75 (1 — ma)".

b. The relative risk is r = m;/m9. The twosided test that mild injury has no effect on
health status, is based on null and alternative hypotheses

Hy: r=1,
H,: r#1.

c. Let

L(Tfl, 7T2) = 10g[l(’ﬂ'1,ﬂ'2)]
= nylog(m) + niglog(1l — m1) 4 noy log(ma) + ngg log(1l — ms) + constant

be the log likelihood, with a constant not depending on the parameters. Since
r =1« m = m = m under Hy, the null likelihood L(7,7) is the same as for one
binomial experiment with n = n trials, success probability = and n,; successes.
Maximizing the corresponding log likelihood, we find that

Ly = max, L(m, )

max,[n4log(m) + nyelog(l — m) + constant]

L(7, %)

= nyplog(=L) + nyplog(™2) 4 ngy log(™H) + ngs log(™:2) + constant,

with @ = nyy/n the ML estimate of 7. For the full model we maximize the log

likelihoods for each row separately with respect to m; and 5. This give a maximized
log likelihood

Ll = IHELX7r177r2 L(’ﬂ'l, 772)
L(7, frg)
= nn; log L4 nip log Lz > + oy log —l— Ngo log ”ji + constant

for both rows combined. From this it follows that the likelihood ratio statistic is

G2 - —2<L0 L1>

= Q(nlllog “/ Pl 4 ngy log 12//1n+ + N9y log 21/ P25 4 gy log

n g/n

(2)



d. Insertion of the observed cell counts of subtable I into (2) gives

G? = 2(7-10g%+4-log%+5-log%+7-log%)
= 1.12

< x3(0.05) = 3.84,
where in the last step, the degrees of freedom is
Adf=2—-1=1,

since the full model has 2 parameters (m; and m2) and the null model only 1 (7).
Therefore, we cannot conclude from this data set (at level 0.05) that a mild injury
impacts health one year later.

Problem 4

a. The loglinear parametrization of (XY, 7) is
fije = expA+ XX + A7 + A7 +A57) (3)

for 1 < 1,7,k < 2. Assume that X = 2, Y = 2 and Z = 2 are chosen as baseline
levels. Then all loglinear parameters are put to zero for which at least one index 1,
j or k equals 2. The remaining parameters are

B =AML AR, (4)

b. It follows from (3) that
Hijke = AijBk7

with A;; = exp(A+ XX + A + AJY) and By, = exp(A]). Then

pij+ = AiBy,
fitk = Ayi By,
prr = ApyBy
Consequently,
fij+Hrvk _ AygBy - Ay By
Mt ++ Ay By

= Ay By = -

An alternative solution uses cell probabilities

of the multinomial model, obtained by conditioning the Poisson model on the total
cell count ny . Since Z is independent of X, Y, we have that
Fij+ Ptk Pig+ Ptk

Hijke = P+ * Tijk = Pttt * T+ Mgtk = Pt - ’
Bttt Bt K4+

as was to be proved.



c. The ML-estimates

A NNtk

Hijle = ——————
of all expected cell counts of model (XY, Z) are found by replacing s+, fi44x and
f4++ in the definition of p;;, by their corresponding observed values n;ji, nyig
and n = n,,,. By summing data from the two partial tables we get the following
marginal table for X and Y

Values of n;;4

j=1] 72 | 119
j=21 32 | 239

Since the total number of observations of the two partial tables are n;; = 168 and
nyyo = 294, and the total number of observations is n = 168 + 294 = 462, we get

. N4y 12168
H111 o 162 6.18,

for cell (1,1,1). A similar calculation of all other fi;;;, gives the following result:

Values of fi;;1: Values of fi;5o:
| li=tli=2] | lji=1]j=2]
1=11 26.18 | 43.27 1=1| 45.82 | 75.73
1=21 11.64 | 86.91 1 =2 || 20.36 | 152.09

d. With Akaike’s information criterion one chooses the model M that minimizes
AIC(M) = =2L(M) + 2p(M),

where L(M) is the maximum log likelihood of M. We can use the log likelihood
ratio statistic G* between (XY, Z) and (XY Z) for AIC-based selection between

these two models, since

G? = 2[L(XYZ) - L(XY,Z)]

= 2%k nigk log 72
= 2(25-log 5255 + ... + 146 - log 145.)
= 1.796

< 2p(XYZ) = p(XY,Z)] =2(8—5)=6.

In the last step we used that the saturated model has p(XY Z) = 2x2x2 = 8 param-
eters, and that the joint independence model between XY and Z has p(XY,Z) =5
parameters according to (4). Since AIC(XY, Z) < AIC(XY Z), we select the joint
independence model.



Problem 5

a. The likelihood of Problem 3b can be written as

Hood) = (o) (e2es) ™ (o) -
- () B5ess) T (wmem)

where ny = ny, and ny = nyy. By taking the logarithm of (5) we get a log likelihood

L(a,8) = npa—mnglog[l + exp(a)] (6)
+ nai(a+ B8) — nalog[l + exp(a + )] + C,

where C' = log (:111) +log (;;221) is a constant that does not depend on the parameter
vector (a, ().

b. Let J;; = J;j(«, B) denote element i, j of the Fisher information matrix. We have

that
c. The score vector components are obtained from (6) as
2 = o)
5~ = na—n(l - )

By differentiating (8) we find that the second order partial derivatives of L only
depend on n; and ny, which are fixed, not on the cell counts n;;. Since the second
order partial derivatives are constant they equal their expected values, and therefore
(7) implies

exp(a+f)

— PL(,B) _ exp(a)
T = =TT = MTep@)? T 2 T rem(atf)P
= 71171;1(1—7T1)+n27T2(1 —7'('2), (9)
Jig = Ja = _8;(1(3/}5) = 2(1@5&5&)? = npmy(1 — my),
92L(a, exp(a
Jy = — 8g5ﬁ) = 2(1+e;§(;f£;))2 = 7’LQ7T2(1 — 7T2).

d. Replacing m; and 7 by their estimates 71, = ny1/ny and 75 = ng; /ns in (9), we find
that the observed Fisher information matrix

“ jn j12 >
J = o o
( Jor I

Jin = npniz/ng + nainas/na,
Jig = Jo1 = Jop = 7121”22/”2-

has elements

(10)



Since the estimated covariance matrix of the parameter estimates is the inverse of
the observed Fisher information matrix, we use the (10) and the hint to conclude

that
n1iNiz2 N21MN22

J11J22 - J12J21 =

ni no

and

~ ~ -1 N A
( Var( ) ( 5) ) < J11 {12 ) T ( ‘]2? —:]12 >
COV(ﬁ ) Var(}3) Jor T e Noines \ —Jar Ju )’
which, in view of (10), simplifies to the expression given in Problem 5d, since n; =
ni1 + ni2 and ny = ngy + M.




