
Abstract

In this thesis we try to establish a compositional framework for learning algo-
rithms based on category theory, in particular the theory of monoidal categories.
By showing how to construct neural networks with string diagrams in the cate-
gory Para, the category of Euclidean spaces and parametrized di�erentiable func-
tions, we gain insight in how learning algorithms can be constructed by gluing
together smaller learning algorithms to form larger ones.

We then analyze gradient descent and backpropagation, a combined tech-
nique common for training neural networks, through the lens of category theory
in order to show how our composed learning algorithms can be trained on the
category Learn, the category of sets and learning algorithms.

Additionally we �nd that recurrent neural networks give rise to a general
construction on Learn that allows us to de�ne learning algorithms de�ned over
sequences of objects.
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