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1 Introduction

In this thesis we will go through elliptic curves, not to be confused with ellipses, which are
defined as plane algebraic curves with an equation of the form

y? = x> +ax® +bx +c.

It is possible to define a binary operation on the set of points of an elliptic curve. We will
do it in the field of real numbers. This turns out to be associative, having an identity element.
In addition each point in the elliptic curve has an inverse with respect to this operation. Thus
the set of points of an elliptic curve can be given a group structure. We will also see that the
operations do not depend on the order of the points, so we will get an abelian group.

The goal of this thesis is to introduce group law on elliptic curves. In order to do so, the
reader will be provided with the ideas and theorems behind elliptic curves and how to apply
the group law. For this we will study algebraic curves in the affine plane and eventually
move to the projective plane. We will also show some examples for how to calculate and use
what is provided in this paper. We will first start by introducing commutative algebra which
is fundamental in studying elliptic curves, and this will be brought up again in section 6.

Secondly, we will bring up a major tool in terms of studying algebraic curves in the third
section, namely homogeneous coordinates, where we will leave the typical notion of parallel
lines and study how algebraic curves behave at infinity.

In the fourth section we will bring up the idea that a curve may intersect multiple times at
a point, where we will introduce properties for the reader to use for counting multiplicities
between another curve or a line.

We will also characterize tangent lines which will be used when working with elliptic
curves. And lastly, we will provide the reader enough information to work with group laws
for elliptic curves where the reader will be able to understand how to compute a line through
said elliptic curve and know what the points of intersection represent.

2 Commutative Algebra

To begin with, this section only serves the purpose of introducing preliminary notions which
will be used later. The reader has probably previously encountered the notion of a field,
where a set of operations are defined, and is aware that a field is a fundamental algebraic
structure. Thus, the definition of a field will not be brought up.

As mentioned in the introduction, elliptic curves have a group structure which satisfies
commutativity. Therefore, we need to introduce the notion of commutative algebra which
will be used later in the text.

Definition 2.1. A K-algebra, is a commutative ring A together with a ring homomorphism
¢ : K — A where we can define an operation

KxA—A (A,a) — Aa
by setting Aa := ¢(A) - g, it fulfills
A@-b) = d(A)-(a-b) = (@A) -a)-b=a-(p(A)-D)
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AMa+b)=¢pA)-(a+b)=¢(A)-a+p(A)-b
= Ada+ Ab

forany a,b € A, A € K. Thus A has a K-vector space structure which is in some sense
compatible with the ring structure.

Since K-algebra S is in particular a vector space, it would make sense to consider the
dimension which we denote by dimgS.

Example 2.2. If we have K][xy, ..., x,], which denotes the ring of polynomials in the variables
X1, ..., X, over K, and I is our prime ideal. Then with the ring homomorphism we would have

¢ : K — K[xy, ..., x,]/1

A—A+1

that gives a K-algebra structure on
Klx1, ..., x,]/1.

Note that
AMf+D)=Af+1

3 Affine and Projective Plane Curves

This section is going to cover the affine and projective plane as well as curves in respective
plane. Some basic information about each plane will be introduced in order to know the
differences between the planes and why we are working with two different planes.

We will start with the affine plane. As mentioned in [4], the affine plane is a system of
points and lines that satisfy:

1. Each line has at least two points

2. Given any line and any point not on that line there is a unique line which contains the
point and does not meet the given line

3. There exists three non-collinear points (points not on a single line)

We will denote A?(K) := K? as the affine plane over the field K, and K[X, Y] the polynomial
algebra in the variables X and Y over K.

Definition 3.1. A subset I' CA%(K) is called an affine irreducible curve if there exists a non-
constant irreducible polynomial f € K[X, Y] such thatI' = Z(f). Where

Z(f) = {(x,y) € A*K) | f(x,y) = 0}

is the zero set of f, see [1]. We writeI' : f = O for this curve and call f = 0 an equation for I".



Given I a plane algebraic curve we get an irreducible polynomial f and so a prime ideal
I = (f). The quotient K[X, Y]/I is denoted by K[ f] and it is called the affine coordinate ring of
I'. Note that this is a domain as I is prime. So we can consider the field of quotient K[X, Y]/I
which we will denote by K(I') and we will call this the field of rational functions of I'. Note
that the elements of K(I') can be represented as

f+1
h  such that g+1/g¢l.

Remark 3.2. A field K is called algebraically closed if every non-constant polynomial f € K[x]
in one variable has a zero [2]. In addition, any algebraically closed field is necessarily infinite:
If K = {cy, ..., c,} was finite, the polynomial f =TT, (x — ¢;) + 1 would have no zero.

Example 3.3. The field of real numbers, IR, is not algebraically closed because the polynomial
equation x? + 1 = 0 has no solution in real numbers.

A polynomial in two variables is a finite sum of terms of the form ex'y/, where the
coefficient e is in the field K and the exponents i and j are non-negative integers. So we can

write o
flx,y) = Z ex'y/

which is the degree of a monomial and the the degree of f is the maximum degree of terms
appearing in the expression of f.

Example 3.4. Consider the polynomial:

¥ =5x"+3x° - 13x* + 6

and the following terms will have the degrees: 3,4,3,2,0. The zero sets of polynomials
with maximum degree 3 are called cubics.

For us to move from the affine plane to the projective plane we have to add points at
infinity. We can add these points by taking a family of parallel lines and agree that they meet
at a new point at infinity. Hence, we are leaving the notion that parallel lines never intersect,
which is fundamental in the affine plane. Abandoning the notion will ensure us that any
two lines, even if parallel, will meet at a point, and allowing us to augment the plane at the
horizon which we are able to do by adding points at infinity.

A different family of parallel lines will meet at another point at infinity, resulting in for
every family of parallel lines there exists a point at infinity. The collection of new points that
go against infinity is declared to be a new line, called the line at infinity.

— ""Points at infinity"

"Line at infinity"
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The line at infinity will be the augmentation from the affine plane to the projective plane
where we then can study elliptic curves.

The projective plane, IP?, over a field K is the set of lines in K? through the origin determined
by ordered triplets (xo, x1,x2), where the triplets are not all zero, as explained in [1]. The
points P € P?(K) will be given by triplets (txo, tx;, tx,), where the term t varies over all
nonzero numbers and indicates that all triplets represents the same point.

Example 3.5. The point P = #(1,-2,3) in IP? over R can be represented as
2(1,-2,3) =(2,-4,6)
-3(1,-2,3) = (-3,6,-9)
1 1 -2
5(11 -2, 3) = (5/ ?/ 1)

Showing that they all represent the same point as t varies over real numbers.

So for every t # 0 the expression (txo, tx;, tx;) is a set of homogeneous coordinates for the
point P = t(xy, x1, x2) according to [1], which allows us to study curves at infinity.

In addition, since we are working with homogeneous coordinates it makes sense to
introduce homogeneous polynomials as well.

Definition 3.6. Let F be a homogeneous polynomial of degree 4, we will have
F(Axo, Ax1, Axz) = AF(xg, X1, X2)

forany A € K.

To simplify, a homogeneous polynomial is a polynomial where every term is of the same
degree.

Let K[Xo, X1, X;] be the polynomial algebra over K. If F € K[X,, X;, X,] is a homogeneous
polynomial and P = (xy, x1, X,) is point of IP?(K), we will call P a zero of F if F(xy, x1,x;) = 0.
In addition, if the degree F = d, we will have F(txo, tx;, tx;) = t9F (xo, x1, x2) for any t € K,
and therefore the condition F(xy,x1,x2) = 0 does not depend on the particular choice of
homogeneous coordinates for P, as mentioned in [4]. Thus we can write F(P) = 0. The set

Z.(F):={PeP?|F(P) =0}
will be called the zero set of F in IP2.

Definition 3.7. A subset I' C IP? is called a plane projective algebraic curve if there exists a
non-zero homogenous polynomial F € K[xy, x1, x,] where the degree of the polynomial F > 0
such that " = Z,(F).

Example 3.8. Curves of degree 1 in IP*(K) are called projective lines. They are solution sets of
homogeneous linear equations that satisfy

ApXo + a1x1 +axxa =0 (ap,a1,a2) # (0,0,0).



As stated in Kunz [4], two projective lines will always intersect, and the intersection will
consist of one point if and only if the lines are different. Where the system of equations

ZZQXO + LI1X1 + leXQ =0, boXO + b1X1 + bzXz =0

has exactly one non-trivial solution (xo, x1, x;) that is unique up to a constant factor if and
only if the coefficient matrix of the systems

ap M a2

bo by b
has rank 2, the dimension of the vector space generated by its columns. Otherwise the
intersection will be the whole line.

The passage, [4], from affine to projective plane is given by the injection
i: A*(K) — P*(K)

(x1,x2) = (1,x1,x2)

where the coordinates preserve their distinctness. We identify A?(K) by its image under
i, and then A?(K) will be the complement of the line X, = 0 in IP?. This line will be called the
line at infinity of IP?, and its point will naturally be called the points at infinity.

If given a nonzero polynomial f(x;,x;) of degree d and extend the curve f(x;,x;) = 0
from the affine plane to the projective plane. The homogenization given by the injection
F(xo,x1,x2) of f is the homogeneous polynomial obtained after multiplying each term of f
by the power of x; needed to produce a term of degree 4, as [1] describes. That is, if

fx1, x2) = Zeyjxix)
we get the homogenization

F(xo, x1,%5) = Le;jxx} g_i_j

Resulting in F = 0 and f = 0 containing the same points of the affine plane. Therefore
we call F = 0 the extension, or homogenization, of the curve f = 0 to the projective plane.
Consequently, the dehomogenization is when we move from the projective plane back to the
affine plane where we set xy = 1 to receive the affine curve.

Example 3.9. If we have the curve in R?
x4+ 3%y -4yt + 57 + P -2y — 6 =0

which is our curve f(x,y) = 0, and each term has respective degree: 4,3,4,3,2,1,0. The
coordinate transformation which maps the curve from A*(K) — P*(K) will be the homoge-
nization f(x, y) = 0 — F(xo, x1,x2) = 0, where x = x1, y = x, and z = x

4 2 4 3_.2,2 3 4 _
X7+ 3xoxix2 — 4x; — Dxox; — XXy — 2xX; + 6x5 = 0.

Our point at infinity is when {[0, x1, x2]/F(0, x1, x2) = 0}, which we receive after we plug in
xo = 0. We will then have
X —4x;=0
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4 _ g4
Xy = 4x;

To find the point at infinity we only need to utilize simple math

x1:\/272

and if x, # 0 our points at infinity will be [0,  V2x, x;], and if we set x, = 1, our points are

=0, +V2,1].

4 Intersection of Curves

This section will go through intersections of curves. The reader has probably previously
encountered a curve which intersects another curve or a line more than once (see figure

below) and is somewhat familiar with intersection. We will now turn to the idea that two
curves can intersect more than once at a point.

If a curve intersects with another curve or a line at a given point, we can assign a
multiplicity. We can then count the number of times they intersect at the point of intersection
with some properties, leaving the idea that they will only intersect once at a point.

i
S

We recall that a ring is local if it has only one maximal ideal. If given a point P € A? we
define the local ring as

Op := {ch : f,8 € K[X, Y] with g(P) # 0} C K(X,Y)

As mentioned in [2], the local ring Op will take on a well-defined ring homomorphism

P
g 8P
To show well-definedness, we note that
f_f
L -, o ' o — 0
P f&8'-rs



We want to show that Jg% = Lﬁ; If we were to plug in a point P in the expression above

and rearrange, we will have “
) _f®) | f&P) - fe®) _
gP) g'(P) g(P)g’(P)

So we can reach a conclusion and observe that Op is indeed a local ring. In fact

f
8
is a maximal ideal. If 4 was another maximal ideal and let f € g such that f ¢ mp. This exists
because otherwise mp C g where mp is no longer the maxima. Now note that f is invertible.

mp::{

| f(P) =0}

Ideals contains an invertible, elements such that u=!-u = 1 for every element in the ideal.

In our case, if f = % where h(P) # 0 and ¢(P) # 0 we would have the inverse f~ = %. Soqis
our whole ring and is not the maximal ideal.

Definition 4.1. Let f,¢ € K[X, Y] and let P € A?. The intersection multiplicity of f, g at P is
In(f,8) = dimKOAZ’p/(Jli, %) If C and D are curves in A?, then let I(C) = (f) and I(D) = (),
and the intersection multiplicity of C and D at P is Ip(C, D) = Ip(f, g).

Let P be O that denotes the origin (0,0) and assign a value Ip(f, g) to every pair of
polynomials f and g. This value is called the intersection multiplicity of f and g at P, in our
case O, and we want to count the intersection multiplicity at the origin since the algebra
is easiest there. We may think of the intersection multiplicity as the number of times our
curves f and g intersect at the origin.

We have defined the intersection multiplicity as Ip(f, §) = dimg Oz p/(f, §) Where (f, )
is the ideal generated by the polynomials f and g in the local ring. Then for a point P on
the curve f in the affine space A?, one can think according to [4] of the ring being attached
to the curve at the point P. If we want the intersection multiplicity at point P = (p;, py) the
maximal ideal will be mp = (x; — p1, x2 — p2) and we will define intersection multiplicity as

Ip(f, ) := dimg OAZ,P/({/ %)mp

In terms of counting the value for intersection multiplicity we have certain properties to
utilize. Through out the properties, P will be the origin.

Lemma 4.2. Ip(f, ) is a non-negative integer if f, g define different curves.

The proof will not be shown since it is out of this paper, but is proven in [4] with Theorem
1.4 found on page 16. However, an short summary will be provided.

Since we are dealing with irreducible curves we will have that f, g are irreducible. If
f = Ag for some A € K we will have an infinite amount of solutions because they share a
common factor, and thus every point will lie within another curve. One may think of f and
g as two distinct lines, but if g is multiplied with A, the two lines will over lap, resulting in
having the same solution no matter what is plugged in. Otherwise, f and g will have no
common factor and have a finite solution.



Property 4.3. Ip(f, Q) = Ip(g, f)

Proof. Because f and g are generated by the same ideal we have

-G

Since the curves will also be generated by the same ideal in the local ring, we will have that

f f
T =00 7)

proving that the intersection multiplicity is symmetrical. m]

Op/(

Property 4.4. Ip(f, g) > 1 if and only if f and g both contain the origin.

Proof. First we will show thatif 0 ¢ f and 0 ¢ ¢ we will have Ip(f,g) = 0. We have a field
K =K[X,Y]/(f) and a ring Op = Q(K[X, Y]/( f)) where the field is contained in the ring, thus
we will have the following maps

¢1:K—KIX,Y] awa
¢2: KX, Y] = KIX,Y]/(f)  g—g&+(f)

8+ (/)
¢3K[X/Y]/(f)—)Q(K[X,Y]/(f)) g+~ 1+(f)

Adding the maps together, we will get an injective map
Q1 P2 P3: K Op

a+(f)  aP)
SR T T R T B

where 1 — ig; is the identity element different from zero. The added maps give a

ring morphism that is different from zero where it either takes on every element or none.
Therefore resulting in our field K having the kernel ¢ = (0) and we will have that Ip(f, g) =0
because the kernel is zero.

Hence we may assume that if f(P) = g(P) = 0 where they do contain the origin, and as
the opposite of the above paragraph, we will have that the intersection multiplicity is greater
or equal to one, since they can intersect once or more at the point because the kernel will be
different from zero. |

In addition, it only makes sense that if two curves do not contain the same point they
will not intersect because they have nothing in common at the point.

Property 4.5. Ip(x,y) =1



Proof. Using the proof from property 4.4 and if we assume that f(P) = g(P) = 0 as well as
defining the maximal ideal as

we will have the following

K Op / K
OP/(%/ %)
Because of the first map, as in the proof in property 4.4, we will get
a—a+(f).
However, since we have the maximal ideal as an element the ring will take on the form
x Y
Op/ (I' T)
which is a field. Since it is a field we will get that the first map gives us
a—a+(f)

where f(P) = 0 because if the maximal ideal and thus the last mapping will only have the
element contained in the field and the sequence has the following form

a—a+ f(P)— a.

To conclude, the sequence will map the element back to itself, resulting in that we can
only have one solution that equals to one. Thus, the property is proven. m|

We recall that the factors of two numbers are called co-prime when they only have one
as their common factor.

Property 4.6. Ip(f, g) = Ip(f, g+ fh) ifand only if f, g, h are nonzero polynomials that do not vanish
at P.

Proof. Let P be a point in A? and let f, ¢, h € K[X, Y] such that f and g are co-prime and such
that fh and g have the same degree and do not vanish at P. We will then have that

f8& f-h
(I + h): - =t =(l )
f.g+ fly = et g )=(fg
Thus the property will hold, as mentioned in [3] (Lemma 2.11, p 13). O

Property 4.7. Ip(f, gh) = Ip(f, §)+1p(f, h) where f, g, h are any three irreducible polynomials. Where
they are not multiples, no common factor containing P, and g is nonzero.

Before proving the property, we have to first introduce an exact sequence and the follow-
ing lemma. An exact sequence is a sequence of objects and homomorphisms, that is either
tinite or infinite, so that the image of one of the homomorphisms equals the kernel of the
next.
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Lemma 4.8. Let A be a ring and let u,t € A be two of its elements so it maps u-,t-: A — A given
by x — ux and x — tx respectively are injective. Then we will have that t- induces a morphism
A/(u) — A/(ut) and the sequence

0— A/() - AJub) - A/(t) — 0

is exact, where q is the natural quotient map.

Proof. Using the proof in [3], let A be as in the statement, and u, t € A be two of its elements.
We can define the map A X A — A given by (y,x) — yx. Since (u), (ut) and (t) are ideal of
A, we can construct the rings A/(u), A/(ut) and A/(t) respectively (note that these are also
K-algebras). Let 1 and ¢ be the two maps induced by t- and the natural quotient map g
respectively. Hence,

VY A/(u) — Af(ut) ¢ A/(ut) — A/ ()
and
X+ W) — tx+ (ut) x4+ (ut) — x + (t).

Where we have:

1. The map 1 is injective. Let x + (1) € ker ¢, we will then have that ¢(x + (1)) = 0 + (ut)
according to the lemma. Then fx € (ut) where there exists s € A such thattx =s-t-u,
and after rearranging we will have that f(x — su) = 0, but t # 0 or else the map would
not uphold. Thus, we must have that x — su = 0 which implies x = su, where x € (u)
and therefore x + (1) = 0, which means that the Ker ¢ = 0 and the map is injective.

2. Because g is the natural quotient map, ¢ is surjective.

3. If we let y € A, then y + (ut) is the image of 1 and y + (ut)0tx + (ut) for some x € A.
Thus ¢(tx + (ut)) = tx + (t) = 0. Because tx € (t) we will have that the Im 1) C Ker¢.
Therefore, y + (ut) € ker ¢ where ¢(y + (ut)) = y + (t)y € (t)y = tx for some x € K[X, Y].
Therefore (ut) = tx + (ut) = Y(x + (u)), that the image of ¢ is equal to the kernel of ¢.

O

From the listing of 1,2 and 3, we can conclude that the sequence we have is exact. We
can then use lemma 4.8 to prove our property.

Proof. Proof of property. To prove the property we apply the lemma above but with different
identifications. We will have that our A = Op/(f) and our elements are u = ¢ + (f) and
t = h + (f). This would give us

(9p/(N)/(8) = Op/(£. 8)

where this is A/(u) in the lemma.

(0p/()) () = Op/(f, )

where this is A/(t) in the lemma.

(9p/(5)/(8h) = Op/(f, gh)

11



where this is A/(ut) in the lemma.

The lemma implies that the sequence with our identifications
0 — 0p/(f,8) — Op/(f,gh) — Op/(f,h) — 0

is exact. Where we have the dimension property

dim Op/(f, h) + dim Op/(f, g) = dim Op/(f, gh).
This allows us to separate the terms and still have the same result when counting intersection

multiplicity. O

When computing intersection multiplicity at the origin one can disregard factors that do
not contain the origin, which will be useful later on.

Corollary 4.9. If f, g, and h are curves and h(P) # 0, we have
IP(f/ gh) = IO(f/ g)
Proof. The properties from before, 4.7,4.4 and 4.2 shows
IP(f/gh) = IO(flg) + IO(f/h) = IO(f/g)
Where Ip(f, h) = 0 because h does not contain the origin. O

Example 4.10. We will use the properties to compute the intersection multiplicity between
the curves y* = x® and x?y® = y* — 2x7 at the origin. First, we start by putting the curves in
the same form as the properties and change P to O:

Io(y* - 2,2 + 2y — 1)
By first using property 4.7 the intersection multiplicity will be the following:
Io(y* =22, 2x7 + 2y — * + 2x*(y* — 2%)) =
Io(y* - 2,264y + 2 — 1)
Then using property 4.7:
Io(y* = 2, V" 2x*y* + Xy — 1)) =
Io(y* =, %) + I(y* =, 2x* > + ¥’y — 1)
Since Io(f, h) does not contain the origin one can utilize corollary 4.9 that gives the outcome:
Io(y* = 2, 17)
Here property 4.6 can be used when computing:
lo(y* =% = y*(v"), v)
= Io(—x%, y%)
As a result of property 4.5 and 4.7 the final outcome will be:
2lo(—x%,y) =
6lo(y,—x)=6-1=6
Therefore the intersection multiplicity of the two curves is 6 at the origin.
As mentioned in [1], there exists a transformation map (theorem 3.4) which is out of this
thesis paper, that fixes points if the points are mapped to themselves. This transformation
map fixes points from the affine plane to the projective plane and preserves multiplicity. Since

it preserves multiplicity as well as fixing the same points in the affine plane to the projective
plane, we can utilize the same properties of intersection multiplicity in the projective plane.

12



5 Tangent and Points

From this section on we will only work in R, that is K = R.The tangent line is explained the
easiest as the line to a curve at a given point as the straight line that just touches the curve
at the given point with the same slope, same direction at point of contact. A tangent line is
also the unique line that intersects a curve C at point P more than once.

L

/ P

T

Definition 5.1. For a curve F in IP>(R) and a point P € P*(R) we call
mp(F) := min{Ip(F,1) | | aline through P}

the multiplicity of P on F, as defined in [4]. By property 4.4 it is clear that mp(F) = 0 if and
only if P ¢ Z(F). Because there will always be a line [ through P that is not a component of
F, we will have Ip(F,[) < co and thus mp(F) < oo.

Definition 5.2. Let P € Z(F) and let L be a line through P. Kunz says, if Ip(F,[) > mp(F), we
call / a tangent to F at P.

In other words, a straight line is said to be a tangent to a curve if it intersects the curve at
a point P more than once.

In addition, the tangent line passes through a point where it meets a curve, called the
point of tangency, where the tangent line is viewed to move in the same direction as the curve,
and is therefore the best straight-line approximation to the curve at that point.

If we want the tangent line to an affine curve f(x, y) at some point P = (4, b) we want to
approximate the function value of the curve as near as possible with the function value of
our tangent line. Naturally, this approximation will only be good when x and y are relatively
near a and b. The tangent line approximation for a function f(x, y) near (a,b) is called the
tirst degree Taylor polynomial of f(x, y), which has the form

of of
Ta,b(x/ y) = g(a/ b)(x - (1) + a_y(u/ b)(y - b)

where the partial derivatives are the slope of the tangent line at the given point, which
makes the tangent line move in the same direction as the curve and allows us to have the
best linear approximation.

Depending on what happens when computing the tangent line different points are ac-
quired. As brought up in [5], if both partial derivatives vanish when evaluated at (g, b) the
tangent will not be defined at point P, we call such points a singular point on the curve.

In other words, a point is singular if

f oy U o
(5:® 8—}/(1))) = (0,0).
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However, if the curve does not contain any singular points, the curve is said to have non-
singular points or a smooth curve

of o of
(5. 8_y(P)) # (0,0).

Where only one, if not both, partial derivatives is not equal to zero.

A flex point is a generalized inflection point, where the curve changes from concave to
convex or vice versa. A point is a flex of C such that the curve C is non-singular at P and G
intersects the tangent at P at least three times at the given point P.

In other words, C has a flex at P if it has a tangent line I at P where Ip(/,C) > 3. It is
important to know that transformations preserve flexes since they also preserve tangents
and intersection multiplicities.

Example 5.3. If we wanted to study whether or not the point P at the intersection between the
curve i° = x° + 3x and its tangent line is a flex at the origin, we would first have to compute
the tangent line.

We start by first using the definition of the tangent line to find the line at the origin

of _ .o
g—?)x + 3.

We plug in x = 0 and receive an expression for every y

o _

8x3

We continue the process with

o .
a—y—3y

We plug in y = 0 and receive an expression for every x

)
7o
%y
Lastly we put the partial derivatives in the definition and the tangent line will be
Too(x,y) = 3(x = 0) + 0(y — 0) = 3x.

In order to find out if the point is a flex we need to count the intersection multiplicity at the
origin
Io(y® — x* — 3x,3x)
First we use property 4.6 and get the following:
Io(y® — x> = 3x + (3x),3x) =
Io(y3 - x3,3x)
Secondly, we can use property 4.7 that gives us:

IO(y3 - x3/ 3.X) =
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Io((y® = 2°,x) + Io(y® — 2°,3)

Since the last term does not contain the origin we can disregard it according to corollary 4.9.
In addition, since the first equation only differs from y by multiples of x we can eliminate
the x terms:

IO(y3/ x)
Using property 4.3 allows us to change the position of x and y, then lastly use property 4.7

3lo(x,y) =3

showing that the point is a flex.

We can still use the definition of a tangent line in the projective plane since all we need
to do to be able to apply the same definition is to choose the right map after we have chosen
the point we want to study.

6 Group Laws on Elliptic Curves

The point of an elliptic curve has an abelian group structure, that is when applying group
operations to elements they do not depend on the order of which they are written. The goal
of this section is to illustrate the group laws on elliptic curves, that are irreducible cubics
with respect to a flex at the origin.

Definition 6.1. An elliptic curve in P?(R) is a smooth curve of degree 3 for which it has a
point satisfying the equation

Yy =x(x-1)(x—-a) when a#0,1. 1)

We want to define an abelian group structure as a set of points. We will define a binary
operation by + and the identity element denoted as O. In order to analyze points on an
elliptic curve, which is received by intersecting lines or other curves with C, we need further
theorems.

Theorem 6.2. Let [ be a line that intersects an irreducible cubic C at least twice, counting multiplic-
ities. Then | intersects C exactly three times, counting multiplicity.
Proof. If we take a general line and a general curve
L:ax+By+y=0
C:y—x—ax*—bx—c=0
and set that @ # 0, we will have the following expression for x:

—py+y

o .

If we then plug in the expression for x in the curve where g # 0 we will have

¥ - (—ﬁy—y>3 _a<—ﬁy—y)2 B b(—ﬁy—y

)-c=0 )
(04 04 04
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which is a polynomial of degree three, where the leading factor would be y?, with two roots
Y1, 2. Since we have two roots it will split completely and because the leading factor is 1>
we will have a third root y;.

If we instead have that = 0, our polynomial would be

2 (VY —V\2 -V
——) —al—) -bl—)-c=0 3
v () —alg) o) - ®)
which is a polynomial of degree two where it seems that a point missing. We can observe
that the point at infinity is (0, 1, 0), which is in the intersection between the line and the curve.
Thus we will have a point P; = (x;, y;) in every intersection, making the point at infinity our
third root.

If @« = 0,wewillhave y = %, and if we plug in the expression in our curve we will receive
a polynomial of degree three similar to (6)

—Y\2
(_7/) X —ax*—bx—c=0 (4)

p
where we will have two roots, x1, x,. If we then split the polynomial completely as before,
we will get a third root since the leading factor is of degree three. m|

The third intersection between the line PQ and C will be the point R such that the line PQ
intersect C at the points P, Q, R listed by multiplicity.

Listed by multiplicity means that the point of intersections between the curve C and a
line G appears in a list as many times as C and G intersect at the point.

Example 6.3. If the list were P, P, Q, Q, Q, R, R, S for distinct points from P to S. Then C and G
intersect two times at P, three times at Q, two times at R and once at S.

Let E = Z.(f) be an elliptic curve and let G = Z(ax + by) be a line in P>(R). By the
assumption in theorem 6.2, G should intersect the curve E in three points P, Q, R, where two
if not all three of them may coincide. If we first let the the three points be distinct, the curve
and the intersection points would look as in the figure below

where every point has the intersection multiplicity 1 when the line and the curve intersects.

If we take the case P = Q, it would only occur exactly when G is the tangent to E at P
according to definition 5.2. Because we have three points there will be some illustrations of
how the elliptic curve looks with different intersection points depending on which points
coincide.
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In the case where two of the points coincide and one is distinct, results in a line intersecting
the curve at only two points in the affine chart where the intersection multiplicity is either 1
or 2.

The third case when P = Q = R only occurs when G is a flex point of the tangent at P
since the intersection multiplicity would be 3.

Theorem 6.4. Let C be a smooth cubic and let P, Q, R be points on C that are not necessarily distinct

1. R will be the third intersection of the line PQ if and only if there is a line | that intersects C at
P, Q, R listed by multiplicity

2. If R is the third point of intersection of the line PQ, then Q will be the third intersection of the
line PR, and R is the third point if intersection to the line PQ.

If [ is the line PQ whether or not P and Q are distinct (P # Q, P = Q). Since [ intersects C
at P, Q, R counting multiplicity, R will be the third point of intersection of the line with C.

Corollary 6.5. All vertical lines will have its slope at infinity and therefore intersect the point at
infinity.
For this corollary we have two different proves, one mathematical and one graphical.

Note that a vertical line is of the form x = A where x is the coordinate for every point on the
line, and A is where they line crosses the x-axis.

Proof. Since we are in the projective plane we will first homogenize the line such that we
have
X1 = /\Xo.
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If we introduce another line that intersects the x-axis at a different point and put the two
lines in an equation system

X1 = AXO
X1 = X where A # u
and rearrange so that we have

x1—/\x0=0
X1 — pxg = 0.

After performing a substitution (which can be done on either equation) we will receive
the expression
xo(p — A) =0.

Because A # u they cannot become zero and thus x; has has to be zero in order to satisfy
the expression. Since AXj is the homogenization of x; we will have that it also takes on the
value zero. This result in x, # 0 giving us the homogeneous coordinate [0,0, 1] that is the
only solution different from zero, which is also the point at infinity. Thus, all vertical lines
intersect at infinity.

O

Proof. (Graphical) Consider the figure bellow

&
N/

the curve has an ever increasing slope after a point of inflection, the slope will then also
become infinite and thus intersect at infinity. Therefore the line P; to P, will intersect at
infinity as well. |

If we wanted to perform addition of points on an elliptic curve in the case where we have
two distinct points, P; and P,, we first need to find the line between the two points. After
tinding the line we can find the third point of intersection. Lastly, we can reflect the third

point of intersection to get the point Ps.

P

o <
N
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If we want to perform addition of points where the two point are not distinct P; = P,, we
will be adding a point to itself. In this case we would need to find tangent line instead, since
it would have the intersection multiplicity two at the given point. With the tangent line we
will then be able to find the third point of intersection. Finally, all we have left is to reflect
the third point of intersection to find our desired point Ps.

L

—Fy

/

To add points on an elliptic curve between two distinct points, P; # P,, with the coordi-
nates

Py = (x1,11), P2 = (2, 42)
we have to find the slope of the line, which we assign as A.

Yo— 1

X2 — X1

A=

if we rearrange the equation we will get
Yo—UY1 = A(xy — x1)

The slope will then be the intercept form of the line

Yo = /\Xz - /\x1 + Y1

If we then introduce and define the variable g as = y;1 — Ax; we will have

yZZAX2+ﬁ

After defining the line, we want to find the coordinates for our third point of intersection
P3 = (x3,y3). Which we are able to do by taking the line and changing it to fit the form of a
curve by squaring the equation

y? = (Axy + B)’

now we can substitute our expression for y? in the equation of an elliptic curve

(Axa + B)* = x° +ax +b.

After distributing and rearranging the equation above we will have the following poly-
nomial
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x* = A% = 2AxB — B

where x1, X2, x3 € IP are the roots. Because the polynomial has the coefficient of x?, which
is the opposite sum of the roots. In other words (x; + x, + x3) = A%. If we then rearrange the
expression we will receive the equation for x3:

X3:/\2—X1—X2

If we want to find y3, we can plug in the expression for x3 in the equation of the original
line and the reflect it (we multiply by (-1)). We will then have the expression for y3

Y3 = Alx1 — x3) — v1.

If we instead wanted to add points when the two points are equal to each other, P = Q,
we would have to find the slope of the tangent line. We can find the slope by using the
implicit function derivative on the elliptic curve which gives the slope.

dy2y = dx(3x* + 2ax + b)

After rearranging the equation and denoting the derivative as A we will be given the
equation of the slope as

3% +2ax+Db

A 2y

We can use the equation from when we had two distinct point, but since the points are
the same we only need to put the points P; + P, as 2P and similarly with their coordinates.
We will then have the equation

X3 = /\2 - le

The y; coordinate is calculated the same way as for two distinct points.

By reflecting we take a point on a curve and try adding infinity, which we denote as O,
to that point, and eventually receive a vertical line between that point and infinity. Then the
third point of intersection will be the reflection of the original point.

When reflecting a reflection you will get back the original point.
P+O=P

thus making infinity the identity for point addition and our assumption of having one is
correct.

Since we have identity, we should also have inverses. If we take point P; and reflect it,
giving us point P,, and then reflect that point. It would result in giving us infinity and thus
making the reflection the points inverse. To conclude, the reflection of a point is its inverse.
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So, if P; = (x,y) and P, = (x, —y) we will have
Py+ Py =(x,y) + (x,—y) = (x,0) = O.

From this we can draw the relation that a point added with its inverse will equal to the
identity element.

Since we are working with addition we need to prove its associativity. If we have the
three points
(P1 +P2) + P3 =P,

where we first add P; to P, we will get a third point of intersection between the points, Q. If
we then reflect Q;, and call that point R;, then add P; to the resulting point of reflection, we
will receive a third point of intersection which we label Q,. Lastly, if we reflect that point, we
will receive our P,, which is equal to R; as the second reflection point, as in the figure below.

If we take the same three points and start by adding P, to P; we will have a third point of
intersection between the two points labeled as Q;, after reflecting that point, we will get R;.
If we then add P; to Ry, we will have Q, as our third point of intersection of that line, and if
we then reflect it we will receive the point R, which is equal to the point P,, as shown in the
tigure below.

This seems to tell us that associativity holds, i.e.
(P1 + Pz) + P3 = P1 + (Pz + P3)

With these properties in mind, the curve E under point addition has an abelian group
strucutre where the identity element is infinity, has inverses which are the reflections of
points, and is also associative and commutative.

Example 6.6. If we wanted to check whether or not the curve y* = x* + 8 is elliptic, and if it
is, find the second and third point of intersection. The point given to us is (2,4).

We already know that the curve is of degree three, which partially fulfills definition 6.1.
Lastly, we need to check whether the curve is elliptic which we can do by checking if the
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curve is smooth. We do that by taking the partial derivative and plugging in the coordinate
to see whether or not the point is equal to zero:

)
&—jyf = 2y plug in the coordinate =8
and
af

3 3x* plug in the coordinate = 12.

Because the derivative is non-zero we can conclude that the curve is smooth and therefore
an elliptic curve.

Due to the fact that we were only given one point we can safely assume that the second
point of intersection will be given if we add the point on itself. Then we can utilize the
equation above for point addition. We will start by finding the slope

| o 3(2+2(0)+0 _3
B 2(4) -2
where a,b, ¢ are zero since their terms are zero in the derivative. After finding the slope we

can plug in the value to the equation for finding the x coordinate

xg,:(%)z—za) :%—4:%7.

Now we are able to find y; by putting in the values in the equation

3 -7 13
Yz =Ax1 —x3) — 11 = (E)(Z - (T)) —4= 3
We have now found the second point of intersection, P, = (_77, % .

Next we want to find the third point of intersection. Because we have two distinct points
now, we can utilize the equations for distinct points. We start first by finding the slope of the
line between P; and P,

e _4-F 19
B Xy —Xq 2 — _T7 30
After finding the slope we can find the x-coordinate for the third point of intersection

A

x4=A2_x1_x2=(E)2_ _(—7> 34

30 1) 225
Now we can find the y-coordinate by putting in the values in the equation
19 34 —9548
s =M= x) =9 = (35)(2 - 35) = 4= 5375

Lastly we need to check if the coordinates for our point of intersection satisfy the equation
of the curve. For P; we see that
(4?2 =(@2)°+8

which satisfies the equation so that P; € C. For P, we can see that
13\2 /=7\3
() =(7) +8
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that also satisfies the equation, and P, € C. For our last point P; we can see

—9548\2 (343
( 3375 ) = <225) 5
that also satisfies the equation, and we have that P; €.

To conclude, these points are our three points of intersection on the given curve since they
satisfy the equation. We had the given point P; and added the point on itself, giving us P,.
Then we performed a second point addition that gave us Q; as the third point of intersection
on the line P;P,, and after reflecting Qs we received our third point of intersection on the
curve Ps.
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