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Department of Mathematics, Stockholm University

December 13, 2024

Abstract

One of the most classical games for stochastic processes is the zero-sum Dynkin (stopping) game. We
present a complete equilibrium solution to a general formulation of this game with an underlying one-
dimensional diffusion. A key result is the construction of a characterizable global ǫ-Nash equilibrium in
Markovian randomized stopping times for every ǫ > 0. This is achieved by leveraging the well-known
equilibrium structure under a restrictive ordering condition on the payoff functions, leading to a novel
approach based on an appropriate notion of randomization that allows for solving the general game without
any ordering condition. Additionally, we provide conditions for the existence of pure and randomized Nash
equilibria (with ǫ = 0). Our results enable explicit identification of equilibrium stopping times and their
corresponding values in many cases, illustrated by several examples.

1 Introduction

We consider a general formulation of the classical zero-sum Dynkin game. In this setup, Player 1 (the maximizer)
selects a stopping time τ1 while Player 2 (the minimizer) selects a stopping time τ2. A distinctive feature of our
framework is the allowance for randomized stopping times, a concept that will later play a crucial role in our
analysis. The reward of the players, which Player 1 wants to maximize and Player 2 wants to minimize, is

J(x; τ1, τ2) := Ex

(

e−r(τ1∧τ2) (f(Xτ1)I{τ1 < τ2}+ g(Xτ2)I{τ1 > τ2}+ h(Xτ1)I{τ1 = τ2})
)

, (1)

where (Xt)t≥0 with X0 = x is a regular one-dimensional linear diffusion whose state space is an interval I ⊆ R,
the functions f, g, h : I → R are continuous, and r ≥ 0 is a constant discount rate. Further details regarding
model assumptions and definitions are presented in Section 2.

An interpretation of the game is that if the maximizer stops first then the payoff for both players corresponds
to f , if the minimizer stops first then the payoff for both players corresponds to g, and if both players stop at
the same time then the payoff for both players corresponds to h. This formulation allows for various practical
interpretations, such as viewing the payoff as a financial transfer from the minimizer to the maximizer. For
related discussions, see, for example, [1, 21].

We will now introduce three well-known, interconnected equilibrium concepts.
1. For x ∈ I, the upper value of the game is

V ∗(x) := inf
τ2

sup
τ1

J(x; τ1, τ2)

and the lower value is

V∗(x) := sup
τ1

inf
τ2

J(x; τ1, τ2).

The game is said to have a value V given by

V (x) := V ∗(x) = V∗(x),
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whenever equality of the upper and lower values holds for each x ∈ I, and in this case the game is said to allow
a Stackelberg equilibrium.

2. A stopping time pair (τ∗1 , τ
∗
2 ) is said to be an ǫ-Nash equilibrium, for a fixed constant ǫ ≥ 0, if

J(x; τ1, τ
∗
2 )− ǫ ≤ J(x; τ∗1 , τ

∗
2 ) ≤ J(x; τ∗1 , τ2) + ǫ, (2)

for all admissible stopping times τ1 and τ2, and all initial states x ∈ I; in the vocabulary of the present paper
this corresponds to the definition of a global ǫ-Nash equilibrium.

3. If a pair (τ∗1 , τ
∗
2 ) is a global ǫ-Nash equilibrium with ǫ = 0, then it is said to be a global Nash equilibrium.

Let us discuss the relationship between the equilibrium definitions. It is clear that a global Nash equilibrium
corresponds to a global ǫ-Nash equilibrium for each ǫ ≥ 0. As expected, it holds that if a global Nash equilibrium
(τ∗1 , τ

∗
2 ) exists then it corresponds to the unique value of the game, i.e., J(x; τ∗1 , τ

∗
2 ) = V (x) (see [7, Remark

5.2] for an argument and references). It also holds that if a global Nash equilibrium exists for each ǫ > 0 then
the game has a value V . Moreover, if the game has a value then an ǫ-Nash equilibrium exists for each ǫ > 0,
but only necessarily in the sense that there for each fixed x exists a pair (τ∗1 , τ

∗
2 ) such that (2) holds. Indeed,

the existence of the value does not immediately imply the existence of a global ǫ-Nash equilibrium, since that
requires the pair (τ∗1 , τ

∗
2 ) to satisfy (2) for each x.

Dynkin games were introduced by Dynkin in the 1960s [14] and have since been the subject of extensive study;
several references are mentioned in Section 1.2. The analysis becomes particularly tractable in the well-studied
case corresponding to the ordering condition f(x) ≤ h(x) ≤ g(x) for all x. For a general continuous-time, right-
continuous, strong Markov process, this case is rigorously examined in [17], which establishes a fundamental
result on the existence of equilibria. Specifically, it is shown that the game possesses a value and admits a
Nash equilibrium under the assumption that the state process is also quasi-left continuous. Moreover, this Nash
equilibrium is achieved through stopping times corresponding to entry times into certain sets within the state
space. In this paper, we refer to such equilibria as Markovian pure Nash equilibria (see Section 2). Notably,
when the ordering condition of [17] is satisfied, there is no need to introduce notions of randomized stopping.

1.1 Main contributions

When the ordering condition f(x) ≤ h(x) ≤ g(x) is removed, the analysis becomes significantly more complex.
The objective of the present paper is to search for the three notions of equilibria in Markovian pure as well
as Markovian randomized stopping times in the context of a one-dimensional diffusion without any ordering
conditions for the payoff functions; see Definition 3 for details. By Markovian randomized stopping time we mean
a particular randomized stopping time which allows an interpretation in terms of a state-dependent stopping
rate where the accumulated stopping rate is allowed to increase in a manner which is not necessarily absolutely
continuous with respect to the Lebesgue measure; see Definition 2 and Remark 4. The main contributions are:

(i) Without any ordering conditions on the payoff functions f, g and h we establish, for any ǫ > 0, the existence
of a characterizable global Markovian randomized ǫ-Nash equilibrium; see Definition 3 and Theorem 9.
We remark that the admissible stopping times (Definition 1) are not restricted to be Markovian.

(ii) The equilibrium value V is characterized using super- and submartingale conditions building on established
methods; see Proposition 7 and Theorem 9. The equilibrium stopping times are explicitly constructed in
Theorems 9 and 11.

(iii) We provide sufficient conditions in terms of f, g and h guaranteeing the existence of a global Markovian
randomized Nash equilibrium (i.e., with ǫ = 0); see Theorem 11. In the literature, such an equilibrium is
also called Markov perfect. We also show that global Markovian randomized Nash equilibrium existence
cannot generally be established; see Example 4.

(iv) The developed theory allows for explicit solutions to specific games with randomized as well as pure
equilibria; see Remark 12 and the examples in e.g., Section 4.1.

(v) We show that global Markovian pure ǫ-Nash equilibrium existence cannot generally be established; cf.
Example 4, as well as Theorem 14. We hence conclude that randomization is in this sense needed for the
present game.

(vi) In Theorem 13 we provide new sufficient conditions for global Markovian pure Nash equilibrium existence.
We also show that the sufficient ordering conditions of [17] are not necessary for the existence of such an
equilibrium; see Example 5.
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1.2 Comparison with related work

Markovian randomized stopping times defined in line with the definition of the present paper have recently been
studied in the context of various stopping games in [3, 12, 15]. For a detailed discussion of the relationship
between these works and the present paper, see Remark 4.

A broader, non-Markovian formulation of the zero-sum Dynkin game is studied e.g., in [22], where it is
shown that such games admit a value in the space of general randomized stopping times analogous to our
admissible stopping times. From this result follows that the game of the present paper has a value for each
specific starting value X0 = x. A main advantage with the theory developed in the present paper is that we
are able to identify that the corresponding ǫ-Nash equilibria can—for the present diffusion setting—be found in
the set of Markovian randomized stopping times, which in turn allows us to (i) show that a global randomized
ǫ-Nash equilibrium exists for each ǫ > 0, (ii) construct explicit equilibrium stopping times, which have a clear
game-theoretical interpretation due to the Markovian structure (cf. subgame-perfection), (iii) characterize the
equilibrium value V = V (x) as the starting value X0 = x varies, (iv) establish conditions for the existence of
pure and randomized global Nash equilibria (ǫ = 0), and (v) solve specific problems explicitly.

These types of results correspond to an approach for the treatment of optimal stopping problems. There, one
typically treats Markov state processes separately from non-Markov state processes, see, for example, [25, 30].
There are two reasons for this: On the technical side, there are the characterization possibilities for solutions
that are available for Markov processes, which in turn offer methods for calculating solutions, e.g., via the
relationship between diffusion processes and the associated differential operators. Secondly, the Markovian
nature of the optimal stopping times (first entry times) plays a crucial role in ensuring that rational agents
adhere to these strategies over time. This structure aligns the stopping rules with the dynamic consistency
expected in rational decision-making.

This view has until recently not been systematically adopted in the treatment of continuous time Markov
process stopping games allowing for randomized stopping, and the present paper addresses this gap for the
zero-sum game, making it, to the best of our knowledge, the first study in this direction. The recent study
[8] explores a related class of non-zero-sum games. More precisely, a class of Dynkin games of war-of-attrition
type for a general one-dimensional diffusion is considered. Assuming an ordering condition corresponding to the
players preferring to stop last and being indifferent between stopping first or simultaneously, the existence of
randomized Markov-perfect equilibria (ǫ = 0) is established using Kakutani’s theorem. The ordering condition
was essential to ensuring the continuity of the underlying functionals. Although the methodology in [8] provides
a blueprint for a proof of existence of equilibria in more general settings, it differs fundamentally from our
approach, which explicitly constructs ǫ-Nash equilibria in Markovian randomized stopping times. It seems
that the two methods developed are not suitable for the respective other problem and they should hence be
seen as complementary to each other: The method from [8] provides the existence of equilibria under sufficient
continuity, while the method presented in this paper can be used to generalize the existing equilibria in a smaller
class of games to (ǫ-)equilibria in a larger class. Additionally, the present paper provides an explicit equilibrium
construction allowing for equilibrium characterization.

A recent paper studying essentially the same game setup as [8] is [13]. This paper also deals with the
theoretical question of existence without explicit constructions, but sets up the fixed-point theorems in a slightly
different way. As with [8], both the game formulation and the methods in [13] differ fundamentally from those
of the present paper.

As already mentioned, the zero-sum game without randomized stopping under the additional ordering f ≤
h ≤ g is treated in [17, 24]; see Section 2.2 for details. Moreover, a systematic investigation of discrete time
Markovian Dynkin games when allowing for Markovian randomized stopping times—suitably defined for discrete
time problems as in [6, 18]—is presented in [7].

A complete survey of the vast literature on stopping games is not within the scope of the present paper. Let
us however highlight a few additional relevant contributions (see also Remark 4, where we relate the notion of
Markovian randomized stopping times to the literature):

• [15] studies a two-player zero-sum stopping game under heterogeneous beliefs about the drift of the state
process. Both pure and randomized Markovian equilibria are analyzed.

• [12] examines a two-player war-of-attrition game in an SDE setting, providing an equilibrium characteri-
zation via variational inequalities.

• [10] analyzes a two-player non-zero-sum stopping game and establishes sufficient conditions for the exis-
tence of equilibria using threshold stopping strategies.
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• [19] uses viscosity solutions to study non-zero-sum stopping games in SDE settings, focusing on randomized
stopping times.

• [23] explores connections between Markovian non-zero-sum stopping games and generalized Nash equilib-
rium problems.

• For non-Markovian settings, contributions include [2, 11, 27, 28, 31]. Connections to backward stochastic
differential equations with reflection are studied in [9].

1.3 Structure of the paper

The remainder of the present paper is organized as follows: Section 2 specifies the mathematical model, pro-
vides formal definitions, and introduces an important associated game that is crucial for the subsequent analysis.
Section 3 contains the general global Markovian randomized ǫ-Nash equilibrium existence result and the char-
acterization result for the value of the game. Section 4 provides sufficient conditions for global Markovian
randomized Nash equilibrium existence (ǫ = 0). Section 5 further studies the question of when different kinds
of equilibria exist. Examples are provided throughout the paper. While the main ideas of the present paper
are quite easy to understand, the general equilibrium construction as well as several of the proofs are technical
and lengthy. To increase readability we have hence decided to relegate the general construction to Appendix
B, and all proofs to Appendices A, C, D and E.

2 Model specification, equilibrium definitions and an associated game

The process X = (Xt)t≥0 is a one-dimensional diffusion that lives on an interval I = (α, β) ⊆ R, with
−∞ ≤ α < β ≤ ∞, and solves the stochastic differential equation (SDE)

dXt = µ(Xt)dt+ σ(Xt)dWt, X0 = x,

where µ : I → R and σ : I → (0,∞) are continuous, and (Wt)t≥0 is a standard one-dimensional Wiener
process, living on a complete filtered probability space (Ω,F ,P, (Ft)t≥0) that satisfies the usual conditions. In
particular, we assume that the SDE has a weak solution that is unique in law; cf. e.g., [4, Sec. II.6.] or [20,
Ch. 5.5]. The corresponding probability measures and expected values are denoted by Px(·) := Px(·|X0 = x)
and Ex(·) := Ex(·|X0 = x), respectively. Further model assumptions are found in Section 2.1.

We now define the sets of admissible stopping times in accordance with a general framework for randomized
stopping times, see, e.g., [15, 16] as well as [28, 31]. Notably, these sets encompass any stopping time with
respect to FX , which denotes the smallest filtration to which X is adapted, satisfying the usual conditions.
Furthermore, each randomized stopping time that allows for distinct randomization mechanisms for each player
is deemed admissible. More precisely:

Definition 1 (Admissible stopping times). A stopping time for Player i = 1, 2 is said to be admissible if it is
on the form

τi = τΨ(i) = inf{t ≥ 0 : Ψ
(i)
t ≥ Ei} (3)

where (i) Ψ(i) = (Ψ
(i)
t )t≥0, with Ψ

(i)
0− = 0, is a non-decreasing, right-continuous and FX-adapted process that

takes values in [0,∞], and (ii) Ei is an Exp(1)-distributed random variable (assumed to live on our probability
space) that is independent of all other random sources.

The spaces of admissible stopping times are denoted by Ti, i = 1, 2.

We use the convention that inf ∅ = ∞, so that for example Ψ
(i)
t = 0 for all t ≥ 0 implies that τΨ(i) = ∞.

We are now ready to define the notions of Markovian randomized and pure stopping times, as well as the
notions of equilibria (in line with Section 1).

Definition 2 (Markovian randomized and pure stopping times). The stopping time in (3) is said to be a
Markovian randomized stopping time if Ψ(i) is on the form

Ψ
(i)
t = A

(i)
t +∞I{τDi ≤ t}, t ≥ 0, (4)
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where (A
(i)
t )t≥0 is a continuous additive functional of X (see e.g., [26, Ch. X]) and

τDi := inf{t ≥ 0 : Xt ∈ Di},

where Di ⊆ I is a measurable (stopping) set.
The stopping time in (3) is said to be a Markovian pure stopping time if it is on the form of a first entry

time, i.e., in case A
(i)
t = 0, t ≥ 0 so that τΨ(i) = τDi .

Definition 3 (Equilibrium definitions).

• A Markovian randomized stopping time pair (τ∗1 , τ
∗
2 ) = (τΨ(1) , τΨ(2)) is said to be a global Markovian

randomized ǫ-Nash equilibrium, for a fixed constant ǫ ≥ 0, if

J(x; τ1, τ
∗
2 )− ǫ ≤ J(x; τ∗1 , τ

∗
2 ) ≤ J(x; τ∗1 , τ2) + ǫ

for all τ1 ∈ T1, τ2 ∈ T1, and x ∈ I.
(5)

If (5) is satisfied with ǫ = 0 then (τ∗1 , τ
∗
2 ) = (τΨ(1) , τΨ(2)) is said to be a global Markovian randomized Nash

equilibrium.

• A Markovian pure stopping time pair (τ∗1 , τ
∗
2 ) = (τD1 , τD2) is said to be a global Markovian pure ǫ-Nash

equilibrium if it satisfies (5). If it satisfies (5) with ǫ = 0 then it is said to be a global Markovian pure
Nash equilibrium.

• The value of the game V is defined as V (x) := V ∗(x) = V∗(x), whenever this equality holds for each x ∈ I,
where

V ∗(x) := inf
τ2∈T2

sup
τ1∈T1

J(x; τ1, τ2),

V∗(x) := sup
τ1∈T1

inf
τ2∈T2

J(x; τ1, τ2).
(6)

Remark 4 (Interpretation of Markovian randomized stopping). The interpretation of a Markovian pure stop-
ping time is that at each time t the decision to stop or not depends only on the state of Xt; in particular, when

A
(i)
t = 0, t ≥ 0 we have that (4) corresponds to immediate stopping on Di and not stopping on Dc

i .
In the randomized case, the interpretation relies on the form of the continuous additive functionals (At),

which, for a regular linear diffusion, can be represented as

At =

∫

I

lyt
σ2(y)

k(dy) (7)

for every t a.s., for some measure k, where (lyt ) is the local time of X at y ∈ I, see [4]. This shows that our
definition of Markovian randomized stopping times is in line with that of [15, Sec. 5] and [12].

If we assume that the measure k can be specified as a linear combination of a Lebesgue density λ : I →
[0,∞) and Dirac measures with mass σ2(xi)di > 0 on separated points xi ∈ I—i.e., k(dx) = λ(x)dx +
∑

i diσ
2(xi)δxi

(dx)— then we find, using the occupation time formula, that (7) can be represented as

At =

∫ t

0

λ(Xs)ds+
∑

i

dil
xi

t . (8)

Indeed, the equilibrium stopping time intensities (A
(i)
t ) in (4) will in most examples be of the form (8); see e.g.,

Section 4.1. (Of course, a more general situation would allow the decomposition of k in terms of also a singular
continuous measure.) The specification (8) highlights the interpretation of a Markovian randomized stopping
time in terms of a state dependent stopping rate, where λ(·) corresponds to a state-dependent stopping rate of
Lebesgue density type—equivalent to stopping the first time that a Cox process jumps ([5, Remark 2.10])—and
xi correspond to points where the accumulated state dependent stopping rate increases in a singular way.

Notably, the specification in (8) is consistent with the local time pushed mixed stopping times defined in
[3]. For a more general justification of the term ”Markovian”, we refer to [12, Sec. 3]; for a discussion of the
smoothness of corresponding expectation functionals see [29].
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2.1 Further assumptions, notation and related observations

Throughout this paper, we work under the assumptions outlined in this section. The following notations will
be used:

B1 := Bg≤h≤f := {x ∈ I : g(x) ≤ h(x) ≤ f(x)}

B2 := Bf.h.g := {x ∈ I : f(x) ≤ h(x) < g(x)} ∪ {x ∈ I : f(x) < h(x) ≤ g(x)}

B3 := Bh<g<f := {x ∈ I : h(x) < g(x) < f(x)}

B4 := Bg<f<h := {x ∈ I : g(x) < f(x) < h(x)}

B5 := Bf≤g<h := {x ∈ I : f(x) ≤ g(x) < h(x)}

B6 := Bh<f≤g := {x ∈ I : h(x) < f(x) ≤ g(x)}.

Note that e.g., B1 and Bg≤h≤f refer to the same set. While we primarily use the latter notation, the former
will also prove useful in certain contexts. Additionally, observe that all sets Bi are disjoint with ∪iBi = I.

Assumption 1 (Standing assumptions).

(i) Each payoff function f, g, h : I → R, cf. (1), can be written as the difference between convex functions.

(ii) f, g and h are such that points in ∪i∂(Bi) are separated in the sense that the number of points in ∪i∂(Bi)∩A
is finite for each compact A ⊆ I.

(iii) The boundaries of the state space I are natural.

(iv) It holds that

lim
t→∞

e−rtf(Xt) = lim
t→∞

e−rtg(Xt) = lim
t→∞

e−rth(Xt) = 0, Px-a.s. (9)

We also use the convention e−rτw(Xτ ) := 0 on {τ = ∞} for any function w : I → R. Moreover, for each
x ∈ I, it holds that

M(x) := Ex

(

sup
t≥0

e−rt|f(Xt)|+ sup
t≥0

e−rt|g(Xt)|+ sup
t≥0

e−rt|h(Xt)|

)

< ∞. (10)

All parts of Assumption 1 are standard assumptions except for Assumption 1(ii) which can be interpreted
as the payoff functions not being allowed to vary to wildly when intersecting each other; it is moreover clear
that virtually any application would satisfy this condition. Note also that this assumption implies e.g., that the
sets of isolated points iso(Bi), i = 1, ..., 6 have no accumulation points.

Let us make some useful observations indicating how the payoff functions can be decomposed into inter-
vals where they correspond to sub- and supermartingales; which leads up to our second standing assumption
(Assumption 2). The observations are made for f , but they hold also for g.

By Assumption 1 we have the generalized Itô-Tanaka formula

f(Xt) = f(x) +

∫ t

0

f ′
−(Xs)(µ(Xs)ds+ σ(Xs)dWs) +

1

2

∫

I
lyt f

′′(dy)

where f ′
− is the left derivative, f ′′ is the second derivative measure, and (lyt ) is the continuous version of the

symmetric local time of X at y ∈ I; cf. e.g., [25, p. 68 and 75]. Note that the formula holds also when replacing
the left derivative with the right derivative. Hence, by the occupation time formula, we also have

f(Xt) = f(x) +

∫

I

lyt
σ2(y)

KXf(dy) +

∫ t

0

f ′
−(Xs)σ(Xs)dWs,

where the operator KX is defined so that KXf is the finite (cf. [20, Ch. 3.6]) signed measure given by

KXf(dx) = µ(x)f ′
−(x)dx +

1

2
σ2(x)f ′′(dx).

Now consider the signed measure (KX − r)f(dy) := KXf(dy)− rf(y)dy and its unique Jordan decomposition

(KX − r)f(dx) = ((KX − r)f)+ (dx) − ((KX − r)f)− (dx).
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We then have

e−rtf(Xt) = f(x) +

∫ t

0

e−rsdC+
s (f)−

∫ t

0

e−rsdC−
s (f) +

∫ t

0

e−rsf ′
−(Xs)σ(Xs)dWs, (11)

where

C+
t (f) : =

∫

I

lyt
σ2(y)

((KX − r)f)
+
(dy), (12)

C−
t (f) : =

∫

I

lyt
σ2(y)

((KX − r)f)
−
(dy). (13)

We denote the support of any measure k by supp(k). We are now ready to state:

Assumption 2 (Standing assumption). The points in ∂(supp(((KX − r)f)
+
)) are separated. This holds also

for ∂(supp(((KX − r)f)
−
)), as well as for ∂(supp(((KX − r)g)

+
)) and ∂(supp(((KX − r)g)

−
)).

Let us make some clarifying comments. If f is twice continuously differentiable except on a countable set of
separated points xi ∈ I, i ∈ I (where I is an index set), then we have the Itô-Tanaka formula ([25, p. 75])

f(Xt) = f(x) +

∫ t

0

(

µ(Xs)f
′(Xs) +

1

2
σ2(Xs)f

′′(Xs)

)

I{Xs 6=xi,∀i}ds+
1

2

∑

i

(f ′(xi+)− f ′(xi−)) lxi

t

+

∫ t

0

σ(Xs)f
′(Xs)I{Xs 6=xi,∀i}dWs,

and in this case KXf corresponds (cf. the occupation time formula) to

KXf(dx) =

(

µ(x)f ′(x) +
1

2
σ2(x)f ′′(x)

)

I{x 6= xi, ∀i}dx+
1

2
σ2(xi)

∑

i

(f ′(xi+)− f ′(xi−)) δxi
(dx).

Moreover, in the twice continuously differentiable case we have

KX(dx) = LXf(x)dx, where

LXf(x) : = µ(x)f ′(x) +
1

2
σ2(x)f ′′(x).

It is immediately realized that Assumption 2 can be verified in most applications; essentially its interpretation
corresponds to the subsets in the state space where e.g., e−rtf(Xt) is a strict supermartingale not being allowed
to behave too wildly.

Further notation and related observations. For any set B ⊆ I, B̄ is the closure, Bc is the complement,
∂B is the set of boundary points, int(B) is the interior and iso(B) is the set of isolated points. We also use the
notation (·)+ := max(·; 0), as well as τB := inf{t ≥ 0 : Xt ∈ B}. We rely on the following observations in the
subsequent analysis.

• Bf.h.g ∪Bf≤g<h ∪Bh<f≤g ⊆ {x ∈ I : f(x) ≤ g(x)} =: Bf≤g.

• Bg≤h≤f ∪Bh<g<f ∪Bg<f<h ⊆ {x ∈ I : g(x) ≤ f(x)} =: Bg≤f .

Note that Bf≤g is not generally contained in Bf.h.g∪Bf≤g<h∪Bh<f≤g, cf. the case when f(x) = g(x) = h(x);
and that Bg≤f is not generally subset of Bg≤h≤f ∪ Bh<g<f ∪ Bg<f<h, cf. the case when f(x) = g(x) > h(x).
However, we do have:

• Bf<g := {x ∈ I : f(x) < g(x)} ⊆ Bf.h.g ∪Bf≤g<h ∪Bh<f≤g.

• Bg<f := {x ∈ I : g(x) < f(x)} ⊆ Bg≤h≤f ∪Bh<g<f ∪Bg<f<h.

• ∂(Bf.h.g ∪Bf≤g<h ∪Bh<f≤g), ∂(Bg≤h≤f ∪Bh<g<f ∪Bg<f<h) ⊆ {x ∈ I : f(x) = g(x)} =: Bf=g.

• Bf.h.g ∪Bf≤g<h ∪Bh<f≤g ∪Bf=g = Bf≤g.

• Bg≤h≤f ∪Bh<g<f ∪Bg<f<h ∪Bf=g = Bg≤f .
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2.2 An associated game with the same value

Our equilibrium construction relies on a connection between the original game and the following associated
game, which can be viewed as a reformulation of the original game designed to satisfy the payoff function
ordering f ≤ h ≤ g assumed in [17]. As we shall see in Section 3, the value of the associated game coincides
with that of the original game (Definition 3). To increase readability, we will use the notation V for the value
of both games. It is, however, important to note that the equilibrium stopping times of the associated game
are generally not equilibrium stopping times for the original game.

Proofs for this section are found in Appendix A.

Problem 5 (An associated game). The associated game is a specification of the game so far presented corre-
sponding to the functions f, g and h being replaced with functions f̃, g̃, h̃ : I → R given by:

f̃ = h̃ ≤ g̃ on I with:

f̃ = f and g̃ = g, on Bf≤g, and

f̃ = g̃ = h̃, on Bg≤f , where f̃ = f on Bg<f<h, g̃ = g on Bh<g<f and h̃ = h on Bg≤h≤f .

(14)

See Figure 1 for an illustrative example. Note that f̃, g̃ and h̃ are completely determined by (14) and that
they satisfy the assumptions for f, g and h (Section 2.1).

We remark that having h̃ := f̃ is arbitrary in the sense that we could also have selected h̃ according to the
condition f̃ ≤ h̃ ≤ g̃.

The associated game is constructed in order to satisfy the standard payoff ordering assumption (compare
the first part of (14) and Section 1). We thus obtain the following result, the first part of which is a version of
[17, Theorem 2.1].

Proposition 6 (Equilibrium existence for the associated game [17] and related observations).

(i) A global Markovian pure Nash equilibrium (τ̃∗1 , τ̃
∗
2 ), whose value corresponds to a continuous function

V : I → R, exists. More precisely,

τ̃∗i = inf{t ≥ 0 : Xt ∈ D∗
i }, i = 1, 2,

where

D∗
1 : = {x ∈ I : f̃(x) = V (x)},

D∗
2 : = {x ∈ I : g̃(x) = V (x)}.

(15)

Moreover, f̃(x) ≤ V (x) ≤ g̃(x), for each x ∈ I.

(ii) For x ∈ Bg≤f ⊇ Bg≤h≤f ∪Bh<g<f ∪Bg<f<h, it holds that V (x) = f̃(x) = g̃(x). Moreover, in equilibrium
both players stop on Bg≤f ; in particular,

Bg≤h≤f ∪Bh<g<f ∪Bg<f<h ⊆ Bg≤f ⊆ D∗
i , i = 1, 2. (16)

Let us now report a characterization result for the value of the associated game. We remark that results
similar to Proposition 7(i) are, under slightly different conditions for the payoff functions, available in [15,
Theorem 3.1] and [24, Theorem 2.1]. An illustrative example is provided in Figure 1 (cf. Remark 8).

Proposition 7 (Equilibrium characterization).

(i) Let U : I → R be a continuous function and define

τDi := inf{t ≥ 0 : Xt ∈ Di}, i = 1, 2,

D1 := {x ∈ I : f̃(x) = U(x)},

D2 := {x ∈ I : g̃(x) = U(x)}.

Suppose that e−r(t∧τD1)U(Xt∧τD1 ), 0 ≤ t ≤ ∞ is a submartingale, that e−r(t∧τD2)U(Xt∧τD2 ), 0 ≤ t ≤ ∞
is a supermartingale, for each X0 = x ∈ I and that f̃(x) ≤ U(x) ≤ g̃(x), for each x ∈ I. Then, the
equilibrium in Proposition 6 is given by V = U and D∗

i = Di, i = 1, 2.
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Figure 1: The first picture shows some payoff functions f, g and h. The short vertical dotted lines correspond
to points in ∂Bi (the sets Bi are defined in Section 2.1). The second picture shows the payoff functions f̃, g̃ and
h̃ of the associated game. The third picture shows also the value function of the associated game V , assuming
X is a Wiener process (and r > 0 is very small). The last picture shows the original payoff functions f, g and h
together with the corresponding value function V (for the original game), which, as we shall see, coincides with
the value function of the associated game; see Theorem 9 in Section 3.

(ii) It holds that ∈ D∗
1 ∩D∗

2 = Bg≤f and the value function of the associated game satisfies

V (x) =











f̃(x), x ∈ D∗
1

g̃(x), x ∈ D∗
2

f̃(x) = g̃(x), x ∈ D∗
1 ∩D∗

2 = Bg≤f ,

as well as

V (x) =











h(x), x ∈ Bg≤h≤f ⊆ D∗
1 ∩D∗

2 = Bg≤f

g(x), x ∈ Bh<g<f ⊆ D∗
1 ∩D∗

2 = Bg≤f

f(x), x ∈ Bg<f<h ⊆ D∗
1 ∩D∗

2 = Bg≤f ,

(17)

and

V (x) =











f(x), x ∈ D∗
1 ∩Bf≤g

g(x), x ∈ D∗
2 ∩Bf≤g

f(x) = g(x), x ∈ D∗
1 ∩D∗

2 ∩Bf≤g = Bf=g.

(18)

Moreover, f(x) ≤ V (x) ≤ g(x) or g(x) ≤ V (x) ≤ f(x), for each x ∈ I.
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Remark 8 (Finding the equilibrium in the associated game). The problem of determining the value function V
under the standard ordering condition f̃ ≤ h̃ ≤ g̃ has been widely studied in the literature. A particularly intuitive
geometric description arises from the semiharmonic characterization: for an underlying Wiener process, the
value function can be visualized as the result of ”pulling a rope” between the ”two obstacles” f̃ and g̃; see the
lower left picture in Figure 1 for an illustration. For more general diffusion processes, the same principle applies
after an appropriate transformation (for a detailed discussion see e.g., [24]).

Let us furthermore, in analytical terms and under appropriate smoothness assumptions, describe a method
for finding a candidate for the equilibrium value for the associated game V . The method could be described in
terms of the payoff functions for the associated game i.e., f̃, g̃ and h̃, but we will instead provide a description
in terms of f, g and h; where we rely on the relationships f̃ = h̃ = f and g = g̃ on Bf≤g, and f̃ = g̃ = h̃ on
Bg≤f (see (14)):

Try to identify a sufficiently smooth function U with f ≤ U ≤ g on Bf<g, satisfying the system

max{(LX − r)U(x); f(x) − U(x)} = 0, for x ∈ Bf<g with U(x) < g(x),

min{(LX − r)U(x); g(x) − U(x)} = 0, for x ∈ Bf<g with U(x) > f(x),

with U = f = g on Bf=g, which in many cases involves smooth fit conditions, e.g., U ′(x) = f ′(x) for x with
f(x) = U(x) and U(x) < g(x). The candidate equilibrium value is then

V (x) =































f̃(x) = g̃(x) = h̃(x) = h(x), x ∈ Bg≤h≤f

f̃(x) = g̃(x) = h̃(x) = g(x), x ∈ Bh<g<f

f̃(x) = g̃(x) = h̃(x) = f(x), x ∈ Bg<f<h

f̃(x) = g̃(x) = h̃(x) = f(x) = g(x), x ∈ Bf=g

U(x), x ∈ Bf<g = Bf.h.g ∪Bf<g<h ∪Bh<f<g.

All lines except the last above corresponds to both players stopping if the payoff functions of the associated game
coincide, combined with (14). One verifies that the candidate V is indeed an equilibrium value by verifying

that e−r(t∧τD∗
1 )V (X

t∧τD∗
1
), 0 ≤ t ≤ ∞ is a submartingale and that e−r(t∧τD∗

2 )V (X
t∧τD∗

2
), 0 ≤ t ≤ ∞ is a

supermartingale, for each X0 = x ∈ I; cf. Proposition 7.
We remark that the equilibrium value V is generally not differentiable even when all payoff functions are

smooth (cf. Example 3, below).

3 General ǫ-equilibrium existence, construction and characterization

We are now ready to report our first main result, Theorem 9, which contains the general equilibrium existence
and characterization results for the original game. We remark that a version of this result with more explicitly
stated equilibrium stopping times, which holds under additional model assumptions, is reported in Theorem 11
in Section 4. An equilibrium uniqueness result is reported in the present section in Corollary 10. Proofs for this
section are found in Appendix C.

Before reporting Theorem 9 we present, in order to increase readability, its interpretation:

• Recall that D∗
i = 1, 2 are the stopping sets of the associated game (Proposition 6).

• The interpretation of the equilibrium stopping times of Theorem 9 (below) for the original game is
that Player 1 (the maximizer) stops without randomization whenever the state process X is in the set
D∗

1\(B
h<g<f ∪ Bh<f≤g) and stops with randomization on the set D∗

1 ∩ (Bh<g<f ∪ Bh<f≤g), on which
simultaneous stopping gives h < f ∧ g, using a combination of a Lebesgue density stopping rate and
local time pushes in the accumulated stopping rate; see (20) below. Local time pushes are in particular
used on isolated points of D∗

1\(B
h<g<f ∪ Bh<f≤g). Analogously, Player 2 stops without randomization

on D∗
2\(B

g<f<h ∪ Bf≤g<h) and stops with randomization on D∗
1 ∩ (Bg<f<h ∪ Bf≤g<h). In particular,

recalling (15), (17), (18) and Bf.h.g ∪Bf≤g<h ∪Bh<f≤g ⊆ Bf≤g, we have:

– On Bg≤h≤f ⊆ D∗
i , i = 1, 2, both players stop immediately.

– On Bh<g<f ⊆ D∗
i , i = 1, 2, Player 2 stops immediately while Player 1 randomizes. The interpretation

for Bg<f<h ⊆ D∗
i , i = 1, 2 is analogous to that of Bh<g<f , with Player 2 randomizing and Player 1

stopping.
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– On Bf.h.g both players stop without randomization according D∗
i , i.e., Player i stops immediately

on Bf.h.g ∩D∗
i and does nothing on Bf.h.g\D∗

i .

– On Bf≤g<h, Player 1 stops without randomization according D∗
1 , i.e., Player 1 stops immediately on

Bf≤g<h∩D∗
1 and does nothing on Bf≤g<h\D∗

1 . Moreover, on Bf≤g<h, Player 2 randomizes whenever
D∗

2 prescribes stopping, i.e., Player 2 randomizes on Bf≤g<h ∩D∗
2 and does nothing on Bf≤g<h\D∗

2.
The interpretation for Bh<f≤g is analogous to that of Bf≤g<h, with Player 1 randomizing.

• It never happens that both players randomize at the same time.

Theorem 9 (General equilibrium existence, construction and characterization).

(i) The equilibrium value of our game (Definition 3) exists and coincides with the equilibrium value V of the
associated game (Proposition 6). In particular, Proposition 7 provides a characterization of the equilibrium
value and Figure 1 provides an illustrative example.

(ii) A global Markovian randomized ǫ-Nash equilibrium exists for each ǫ > 0, and the equilibrium value V
can be attained using Markovian randomized stopping times. In particular, for each fixed ǫ > 0, the pair
(τΨ(1) , τΨ(2)) is a global Markovian randomized ǫ-Nash equilibrium when

Ψ
(1)
t := A

(1)
t +∞I{τD

∗
1\(Bh<g<f∪Bh<f≤g) ≤ t},

Ψ
(2)
t := A

(2)
t +∞I{τD

∗
2\(Bg<f<h∪Bf≤g<h) ≤ t},

(19)

with

A
(1)
t : =

∫ t

0

γ(1)
ǫ (Xs)I{Xs ∈ D∗

1 ∩ (Bh<g<f ∪Bh<f≤g)}ds+
∑

y∈iso(D∗
1∩(Bh<g<f∪Bh<f≤g))

Γ1
ǫ(y)l

y
t ,

A
(2)
t : =

∫ t

0

γ(2)
ǫ (Xs)I{Xs ∈ D∗

2 ∩ (Bg<f<h ∪Bf≤g<h)}ds+
∑

y∈iso(D∗
2∩(Bg<f<h∪Bf≤g<h))

Γ2
ǫ(y)l

y
t ,

(20)

where γ
(i)
ǫ (·) and Γ

(i)
ǫ (·) are real-valued functions i = 1, 2 (specified in Constructions 16–17, Appendix B).

The following result demonstrates that increasing the level of randomization in the equilibrium stopping
times does not affect the existence of an equilibrium (provided it does not result in immediate stopping) and
that the equilibrium value function is uniquely determined.

Corollary 10 (Equilibrium uniqueness).

(i) The equilibrium stopping time pair of Theorem 9 is not unique. In particular, suppose Ψ
(i)
t , i = 1, 2 in

(19) correspond to a global Markovian randomized ǫ-Nash equilibrium for some ǫ ≥ 0. Now replace γ
(i)
ǫ (·)

in (20) with a real-valued, measurable and locally bounded function that dominates γ
(i)
ǫ (·), and replace

Γ
(i)
ǫ (·) in (20) with a real-valued function that dominates Γ

(i)
ǫ (·). Then (19) still corresponds to a global

Markovian randomized ǫ-Nash equilibrium for the same ǫ (although it may also correspond to a global
Markovian randomized ǫ-Nash equilibrium for a smaller value for ǫ ≥ 0).

(ii) The equilibrium value of the game is (uniquely) given by V in Theorem 9 (and Proposition 7).

4 How to find equilibria, and examples

The construction of the equilibrium stopping intensities (19)-(20) is technical and lengthy; see Appendix B.
However, under additional assumptions the construction simplifies significantly, and additionally a randomized
Nash equilibrium exists. These findings are reported in our second main result, which is Theorem 11 below.
The proof is found Appendix in D.

Theorem 11 (Nash equilibrium existence (ǫ = 0) and explicit equilibrium construction). Suppose Bf≤g<h ∪
Bh<f≤g = ∅, i.e., if f(x) ≤ g(x) then f(x) ≤ h(x) ≤ g(x) for all x ∈ I. Then, the equilibrium (τΨ(1) , τΨ(2)) of
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Theorem 9 can be attained with ǫ = 0, i.e., a global Markovian randomized Nash equilibrium exists. More pre-
cisely, the global Markovian randomized Nash equilibrium can be attained with explicit randomization according
to (19) and

A
(1)
t :=

∫ t

0

1

f(Xs)− g(Xs)
I{Xs∈Bh<g<f}dC

−
s (g) (21)

A
(2)
t :=

∫ t

0

1

f(Xs)− g(Xs)
I{Xs∈Bg<f<h}dC

+
s (f), (22)

where C+
t (f), t ≥ 0 is defined in (12) and C−

t (g), t ≥ 0 is defined as in (13) with g instead of f (note that both
are non-decreasing processes).

Furthermore, suppose that f and g are twice continuously differentiable except on countable sets of separated
points, denoted by xi ∈ I, i ∈ I and xj ∈ I, j ∈ J (where I and J are index sets), respectively. Then (21)–(22)
can be written as

A
(1)
t =

∫ t

0

(

(LX − r)g(Xs)

g(Xs)− f(Xs)

)

+

I{Xs∈Bh<g<f ,Xs 6=xj ,∀j}ds+
1

2

∑

j

I{xj∈Bh<g<f}

(

g′(xj+)− g′(xj−)

g(xj)− f(xj)

)

+

l
xj

t

A
(2)
t =

∫ t

0

(

(LX − r)f(Xs)

f(Xs)− g(Xs)

)

+

I{Xs∈Bg<f<h,Xs 6=xi,∀i}ds+
1

2

∑

i

I{xi∈Bg<f<h}

(

f ′(xi+)− f ′(xi−)

f(xi)− g(xi)

)

+

lxi

t .

Remark 12 (Finding the equilibrium). The value of the original game is determined by the value of the asso-
ciated game (see Theorem 9(i)). Hence, finding the value function V reduces to the well-established framework
under the standard ordering condition; in particular, Remark 8 provides an explicit method for identifying a
candidate value function.

Moreover, the corresponding stopping sets in the original game—on which the players either stop immediately
or randomize according to (19)–(20) for sufficiently large functions γ(i),Γ(i)—are

D∗
1 = {x ∈ Bf.h.g ∪Bf≤g<h ∪Bh<f≤g : f(x) = U(x)} ∪Bg≤h≤f ∪Bh<g<f ∪Bg<f<h

D∗
2 = {x ∈ Bf.h.g ∪Bf≤g<h ∪Bh<f≤g : g(x) = U(x)} ∪Bg≤h≤f ∪Bh<g<f ∪Bg<f<h.

If we suppose that the assumptions of Theorem 11 hold, then this result together with the observations above
gives an explicit description of the equilibrium stopping times. In particular, (i) Player 1 does nothing on (D∗

1)
c,

randomizes according to the intensity (22) on Bh<g<f = D∗
1 ∩ Bh<g<f , and stops on D∗

1\B
h<g<f , while (ii)

Player 2 does nothing on (D∗
2)

c, randomizes according to the intensity (22) on Bg<f<h = D∗
2 ∩ Bg<f<h, and

stops on D∗
2\B

g<f<h.

4.1 Examples

Using the developed theory we here study some examples.

Example 1 (Randomization only in terms of a local time push). Let X be a Wiener process, r > 0 and

h(x) > f(x) = |x|+ 1 > g(x), x ∈ (−1, 1)

h(x) = f(x) = g(x), x ∈ R\(−1, 1),

where these functions are further specified to fulfill our assumptions (Section 2). Note that Bg<f<h = (−1, 1)
and Bg≤h≤f = R\(−1, 1). Using the developed theory as described in Remark 12, in particular relying on
Theorem 11, we conclude that D∗

1 = D∗
2 = R and find a global Markovian randomized Nash equilibrium with

V (x) = f(x), that is attained by τΨ(1) = inf{t ≥ 0 : Xt ∈ R} and τΨ(2) with

Ψ
(2)
t =

∫ t

0

(

(LX − r)f(Xs)

f(Xs)− g(Xs)

)

+

I{Xs ∈ (−1, 1)\{0}}ds+
1

2

(

f ′(0+)− f ′(0−)

f(0)− g(0)

)

+

l0t +∞I{τR\(−1,1) ≤ t}

=
l0t

f(0)− g(0)
+∞I{τR\(−1,1) ≤ t}.

(23)

An interpretation of (23) is that there is a local time push in the accumulated stopping intensity of Player 2
when the state processes visits 0, and that Player 2 stops without randomization on R\(−1, 1).
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Note, however, that Player 1 will in equilibrium stop immediately for any initial state, and that Player 2
will hence in equilibrium never have the chance stop at 0 (cf. Proposition 20 in Appendix D). An interpretation
of Player 2’s equilibrium stopping time, corresponding to (23), is that it ensures that Player 1 has no incentive
to deviate from the equilibrium strategy: If Player 2 did not randomize with an intensity at least as large as
in (23), Player 1 would observe a strict submartingale around 0 and would not stop. In this sense, Player 2
uses randomization corresponding to (23) in order to effectively threaten Player 1 with the risk of obtaining g(0)
(instead of f(0)) if Player 1 would allow the state process to visit 0.

Example 2 (Randomization in terms of local time push and Lebesgue density). Let X be a Wiener process,
r > 0 and

h(x) > f(x) = x2
I{x ≥ 2}+ 2xI{x < 2} > g(x), x ∈ R.

Note that Bg<f<h = R. Using arguments similar to those in the example above, we find D∗
1 = D∗

2 = R and a
global Markovian randomized Nash equilibrium with V (x) = f(x) that is attained by τΨ(1) = inf{t ≥ 0 : Xt ∈
R} = 0 and τΨ(2) with

Ψ
(2)
t =

∫ t

0

λ2(Xs)ds+ c2l
2
t

where c2 = 1
2

(

f ′(2+)−f ′(2−)
f(2)−g(2)

)

+
= 1

4−g(2) and

λ2(x) =

(

(LX − r)f(x)

f(x)− g(x)

)

+

I{x 6= 2} =



















(

−2rx
2x−g(x)

)

+
, x < 2

0, x = 2
(

1−rx2

x2−g(x)

)

+
, x > 2

=























−2rx
2x−g(x) , x ≤ 0

0, 0 < x ≤ 2
1−rx2

x2−g(x) , 2 < x < 1√
r

0, x ≥ 1√
r

.

See Figure 2 for an illustration.

−6 −4 −2 0 2 4 6

−10

0

10

20

30

f = V

g

h

−2 −1 0 1 2 3 4
0

0.1

0.2

0.3

λ2 λ2

c2

Player 1 stops on R

Figure 2: Illustration for Example 2 with r = 1/9, g(x) = 2x− 4 and h(x) = x2+2. The vertical line illustrates
the local time push c2 = 1/4 at x = 2.

Example 3 (Randomization only in terms of a Lebesgue density). Let X be a Wiener process, r > 0, f(x) =
(x− 1)2 + 1,

g(x) =

{

|x|+ 2, x < 0

2, x ≥ 0
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and

h(x) =

{

x2 + 2, x < 0

2, x ≥ 0.

Note that Bg≤h≤f = (−∞,−1] ∪ {0} ∪ [2,∞), Bf.h.g = (0, 2) and Bh<g<f = (−1, 0). In order to find an

−1 0 1 2
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4

6
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g

h

−1 0 1 2

2

4

6
f

g

h

V

−1 0 1 2
0

0.5

1

1.5

2

λ1

λ1

λ1

Player 2 stops on
R\(0, 2)

Player 1 stops on
R\((−1, 0)∪ (0, 2))

Figure 3: Illustration for Example 3 with r = 0.1.

equilibrium we start by defining

U(x) := Cex
√
2r + (2− C)e−x

√
2r, x ∈ [0, 2],

where C := 2 1−e−2
√

2r

e2
√

2r−e−2
√

2r
, which implies that U(0) = U(2) = 2. We make the additional assumption that r > 0

is sufficiently small for it to hold that

U(x) ≥ f(x), x ∈ [0, 2].

Using Theorem 11 and the ideas described in Remark 12 we conclude that D∗
1 = D∗

2 = R\(0, 2) and find a global
Markovian randomized Nash equilibrium with

V (x) =



















h(x) = x2 + 2, x ≤ −1

g(x) = |x|+ 2, −1 < x ≤ 0

Cex
√
2r + (2− C)e−x

√
2r, 0 < x ≤ 2

h(x) = g(x) = 2, 2 < x,
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that is attained by τΨ(2) = inf{t ≥ 0 : Xt ∈ R\(0, 2)} and τΨ(1) with

Ψ
(1)
t =

∫ t

0

λ1(Xs)I{Xs ∈ (−1, 0))}ds+∞I{τR\((−1,0)∪(0,2)) ≤ t}

where

λ1(x)I{x ∈ (−1, 0)} =

(

(LX − r)g(x)

g(x)− f(x)

)

+

I{x ∈ (−1, 0)} =
−r(|x| + 2)

|x|+ 1− (x− 1)2
I{x ∈ (−1, 0)}.

See Figure 3 for an illustration. Observe that V is not differentiable at x = −1 and x = 2 despite this being
the case for all three payoff functions on these points. This demonstrates that a strong smooth fit principle does
not necessarily apply for our games. In particular, we note that smooth fit should not generally be expected on
points with V (x) = h(x) where both players stop with certainty.

5 Further results on the existence of different kinds of equilibria

Theorem 9 establishes general existence of a global Markovian randomized ǫ-Nash equilibrium for any ǫ > 0,
while Theorem 11 establishes existence of a global Markovian randomized Nash equilibrium under additional
assumptions.

In this section, we delve deeper into the conditions under which different types of equilibria exist. To
illustrate these concepts, we begin with two examples. The first example presents a game where only global
Markovian randomized ǫ-Nash equilibria with ǫ > 0 can be found, implying that Theorem 9 cannot be made
stronger without additional assumptions. The second example shows that the standard sufficient condition, i.e.,
f(x) ≤ h(x) ≤ g(x), x ∈ I, is not a necessary condition for global Markovian pure Nash equilibrium existence.

Example 4 (Generally only global Markovian randomized ǫ-Nash equilibria exist.). Let X be a Wiener process,
r > 0, and consider the standard optimal stopping problem

sup
τ

Ex

(

e−rτX2
τ

)

= Ex

(

e−rτ∗
X2

τ∗

)

, x ∈ R,

where we recall that the smooth fit condition allows for determining a constant b > 0 so that τ∗ := inf{t ≥ 0 :
Xt /∈ (−b, b)}. Suppose f, g and h satisfy

g(x) > Ex

(

e−rτ∗
X2

τ∗

)

≥ f(x) = x2 > h(x), x ∈ R.

For the corresponding stopping game we find, relying on Proposition 7, Theorem 9 and Remark 12, D∗
1 =

(−∞, b] ∪ [b,∞), D∗
2 = ∅ and the equilibrium value

V (x) = Ex

(

e−rτ∗
X2

τ∗

)

, x ∈ R. (24)

Indeed, using also R = Bh<f≤g we find, for any ǫ > 0, a global Markovian randomized ǫ-Nash equilibrium, with
corresponding value V , as in (24), that is attained by τΨ(2) = ∞ and τΨ(1) with

Ψ
(1)
t =

∫ t

0

γ(1)
ǫ (Xs)I{Xs /∈ (−b, b)}ds,

for some function γ(1)(·) that is sufficiently large (cf. Corollary 10).
Furthermore, it is clear that the equilibrium V cannot be attained in Markovian pure stopping times (or

as the limit of Markovian pure stopping times), since if Player 1 would stop at any given x with certainty,
then Player 2 would also stop (since h(x) < f(x) ≤ V (x)) implying that the corresponding value could not be
V (x). Indeed, it is easily seen that there can be no global Markovian randomized Nash equilibrium and no global
Markovian pure ǫ-Nash equilibrium in this example (whenever ǫ ≥ 0 is sufficiently small).

The influential result [17, Theorem 2.1] implies that the condition f(x) ≤ h(x) ≤ g(x), x ∈ I is sufficient
for the existence of a global Markovian pure Nash equilibrium. Moreover, it can be be verified (cf. Theorem
9) that a weaker sufficient condition is that f(x) ≤ h(x) ≤ g(x) or g(x) ≤ h(x) ≤ f(x), for each x ∈ I; i.e.,
it is sufficient that h(x) is always between f(x) and g(x), i.e., Bh<g<f ∪ Bg<f<h ∪ Bf≤g<h ∪ Bh<f≤g = ∅.
The following simple example shows that none of these conditions is necessary for the existence of a global
Markovian pure Nash equilibrium:
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Example 5 (f ≤ h ≤ g is not necessary for global Markovian pure Nash equilibrium existence.). Let X be
a Wiener process and r > 0. Let f and g be as in Example 4. Let b > 0 correspond to the optimal stopping
thresholds for (24), as in Example 4. Suppose h satisfies, for some a ∈ (0, b),

h(x) < g(x), x ∈ R

h(x) < V (x), x ∈ (−a, a)

h(x) > V (x), x ∈ R\[−a, a]

h(0) < f(0).

See Figure 4 for an illustration. Since h(0) < f(0) < g(0), we have that the mentioned sufficient conditions
for global Markovian pure Nash equilibrium existence are violated. However, a global Markovian pure Nash
equilibrium exists. In particular, using arguments similar to those in Example 4 it can be verified that a global
Markovian pure Nash equilibrium is attained by τΨ(1) = inf{t ≥: Xs /∈ (−b, b)} and τΨ(2) = ∞, and that the
equilibrium value V is given by (24).
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Figure 4: Illustration for Example 5.

The following result allows us to determine if a global Markovian pure Nash equilibrium exists based on
conditions stated in terms of the stopping sets D∗

1 and D∗
2 , which for many games can be identified using Remark

12. Note that the standard condition f ≤ h ≤ g implies the condition of Theorem 13, meaning that our result is
more general than the currently known results (cf. Example 5). The result follows immediately from Theorem
9 (see in particular (20)) and we therefore provide no further proof.

Theorem 13 (Sufficient conditions for global Markovian pure Nash equilibrium existence). Suppose

D∗
1 ∩ (Bh<g<f ∪Bh<f≤g) = D∗

2 ∩ (Bg<f<h ∪Bf≤g<h) = ∅,

then a global Markovian pure Nash equilibrium exists. In particular, the equilibrium is attained when Player
1 stops on D∗

1 = D∗
1\(B

h<g<f ∪ Bh<f≤g) and Player 2 stops on D∗
2 = D∗

2\(B
g<f<h ∪ Bf≤g<h), without any

randomization.

An interpretation of the assumption is this: for example, if D∗
1 ∩ (Bh<g<f ∪ Bh<f≤g) = ∅ then, for any x

with h(x) < f(x) ∧ g(x), it holds that Player 1 does not want to stop, so that Player 2 has no opportunity to
achieve h(x), which Player 2 would prefer over g(x) in this case. We remark that Theorem 13 could have been
used as an alternative starting point in the analysis of e.g., the game in Example 5. In such an approach one
could first find the value V and the corresponding sets D∗

i , i = 1, 2 relying on Remark 12 and then conclude,
using Theorem 13, that the equilibrium is a global Markovian pure Nash equilibrium.

The following result provides sufficient conditions for the absence of global Markovian pure Nash equilibria.
It is based on the insight that the best-response problems of our game are standard stopping problems. The
proof is found in Appendix E.
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Theorem 14 (Sufficient conditions for the non-existence of global Markovian pure Nash equilibria). Consider
the following conditions.

(i) There exists a point x0 ∈ Bg<f<h ∪Bf≤g<h = {x ∈ I : f(x) ∨ g(x) < h(x)} with

sup
τ<τ (Bg<f<h∪Bf≤g<h)c

Ex0(e
−rτf(Xτ )) > f(x0) ∨ g(x0). (25)

(ii) There exists a point x0 ∈ Bh<g<f ∪Bh<f≤g = {x ∈ I : h(x) < f(x) ∧ g(x)} with

inf
τ<τ (Bh<g<f∪Bh<f≤g )c

Ex0(e
−rτg(Xτ )) < f(x0) ∧ g(x0). (26)

If (25) or (26) holds, then no global Markovian pure Nash equilibrium exists.

We remark that Theorem 14 can be used to, e.g., see that no global Markovian pure Nash equilibrium
exists in Example 1. The interpretation of, for example, (i) is as follows: On Bg<f<h ∪ Bf≤g<h = {x ∈ I :
f(x)∨g(x) < h(x)} Player 2 has no interest in simultaneous stopping, while condition (25) means that Player 1
finds a stopping time on this set that dominates immediate stopping by exactly one of the players. We also note
that results similar to Theorems 13 and 14 for a discrete time version of the present game were first reported
in [7].

The following example shows that the conditions in Theorem 14 are not necessary for the non-existence of
global Markovian pure Nash equilibria.

Example 6. Let X be a Wiener process. Let

f(x) = 4|x|, g(x) = x2 + 3, x ∈ (−1, 1),

f(x) = g(x) = h(x), x ∈ R\(−1, 1).

This implies that f(x) < g(x), x ∈ (−1, 1). Further specify h so that h(x) > f(x), x ∈ (−1, 1), h(x) >
g(x), x ∈ (−1, 0), and h(x) < g(x), x ∈ (0, 1). Conclude that Bg≤h≤f = R\(−1, 1), Bf≤g<h = (−1, 0), and
Bf.h.g = [0, 1). Let r > 0 be sufficiently small to imply that (LX − r)g(x) ≥ 0, for x ∈ (−1, 1). See Figure 5
for an illustration.
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Figure 5: Illustration for Example 6.

Using arguments similar to those in the proceeding examples we can find, for each ǫ > 0, a global Markovian
randomized ǫ-Nash equilibrium corresponding to τΨ(1) = inf{t ≥: Xs ∈ R\(−1, 1)} and τΨ(2) given by

Ψ
(2)
t =

∫ t

0

γ(2)
ǫ (Xs)I{Xs ∈ (−1, 0)}ds+∞I{τR\(−1,0) ≤ t}

for some sufficiently large function γ
(2)
ǫ (·). Note that the corresponding equilibrium value is V = g, and that

it cannot be attained in pure stopping times since if Player 2 would stop in a pure way for x ∈ (−1, 0), then
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Player 1 would deviate to obtain h(x) > g(x). Moreover, it is directly verified that neither condition (i) nor (ii)
of Theorem 14 holds. Indeed condition (ii) does not hold since Bh<g<f ∪Bh<f≤g = ∅, and condition (ii) does
not hold since Bg<f<h = ∅ and

sup
τ<τ (Bf≤g<h)c

Ex(e
−rτf(Xτ )) = f(x) < g(x), x ∈ Bf≤g<h = (−1, 0),

where the equality is verified using standard optimal stopping theory, and the inequality holds by the problem
formulation.

A Proofs for Section 2.2

Proof of Proposition 6. (i) By considering the time-space process (t,Xt) we can apply [17, Theorem 2.1]
to establish the result. Since our model is diffusive it also holds that V is a continuous function. The result
f̃ ≤ V ≤ g̃ follows immediately from the equilibrium definition; compare with the arguments in (ii) below.

(ii) Bg≤h≤f ∪Bh<g<f ∪Bg<f<h ⊆ Bg≤f is observed at the end of the Section 2.1. Recalling that f̃ = h̃, we
use the notation

J̃(x; τ1, τ2) := Ex

(

e−r(τ1∧τ2)

(

f̃(Xτ1)I{τ1 ≤ τ2}+ g̃(Xτ2)I{τ1 > τ2}

))

, (27)

for the expected reward of the associated game. It is now directly verified that the equilibrium condition (cf.
(5)) for the associated game is satisfied (with ǫ = 0) for any x ∈ Bg≤f when both players stop immediately on
Bg≤f ; to see this use that f̃(x) = g̃(x) on Bg≤f , cf. (14). The value of the game V is moreover unique (cf.
Section 1). This implies that V (x) = f̃(x) = g̃(x), x ∈ Bg≤f and that Bg≤f ⊆ D∗

i .

Proof of Proposition 7. (i) This proof is similar to that of [15, Theorem 3.1]. Using optional sampling ([20,
p. 19]), U(XτD2 )I{τD2 < ∞} = g̃(XτD2 )I{τD2 < ∞} and e−rτU(Xτ ) := 0 on {τ = ∞} a.s., and g̃(x) ≥ f̃(x)
and U(x) ≥ f̃(x), we find, for each τ1 ∈ T1, that

U(x) ≥ Ex

(

e−r(τ1∧τD2)U(Xτ1∧τD2 )

)

= Ex

(

e−r(τ1∧τD2)

(

U(Xτ1∧τD2 )I{τ
D2 < ∞}+ U(Xτ1)I{τ

D2 = ∞}

))

≥ Ex

(

e−r(τ1∧τD2)

(

f̃(Xτ1)I{τ1 ≤ τD2}+ g̃(XτD2 )I{τ1 > τD2}

)

I{τD2 < ∞}

)

+ Ex

(

e−r(τ1∧τD2)f̃(Xτ1)I{τ1 < ∞}I{τD2 = ∞}

)

≥ Ex

(

e−r(τ1∧τD2)

(

f̃(Xτ1)I{τ1 ≤ τD2}+ g̃(XτD2 )I{τ1 > τD2}

))

= J̃(x; τ1, τ
D2 ).

Hence, U(x) ≥ supτ1∈T1
J̃(x; τ1, τ

D2). We similarly have

U(x) ≤ Ex

(

e−r(τ2∧τD1)U(Xτ2∧τD1 )

)

= Ex

(

e−r(τ2∧τD1)

(

U(Xτ2∧τD1 )I{τ
D1 < ∞}+ U(Xτ2)I{τ

D1 = ∞}

))

≤ Ex

(

e−r(τ2∧τD1)

(

g̃(Xτ2)I{τ2 < τD1}+ f̃(XτD1 )I{τ2 ≥ τD1}

)

I{τD1 < ∞}

)

+ Ex

(

e−r(τ2∧τD1)g̃(Xτ2)I{τ2 < ∞}I{τD1 = ∞}

)

≤ Ex

(

e−r(τ2∧τD1)

(

f̃(XτD1 )I{τ
D1 ≤ τ2}+ g̃(Xτ2)I{τ2 < τD1}

))

= J̃(x; τD1 , τ2).
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Hence, U(x) ≤ infτ2∈T2 J̃(x; τ
D1 , τ2). These results imply that U(x) ≥ J̃(x; τD1 , τD2) and U(x) ≤ J̃(x; τD1 , τD2),

and we may hence conclude that

sup
τ1∈T1

J̃(x; τ1, τ
D2) ≤ U(x) = J̃(x; τD1 , τD2) ≤ inf

τ2∈T2

J̃(x; τD1 , τ2).

The result follows when comparing with Definition 3 taking uniqueness into account.
(ii) This follows from Proposition 6, (14), and the definitions for Bi (Section 2.1).

B Equilibrium construction in the general case

We will here construct the remaining components of the randomized stopping times of Theorem 9, i.e., γ
(i)
ǫ (·)

and Γ
(i)
ǫ (·), i = 1, 2. We remark that our construction is not unique but it rather corresponds to one way

of constructing these functions. Note, however, that this is as expected, in view of the non-uniqueness result
Corollary 10(i). We already here state the following result which the subsequent analysis relies on.

Lemma 15. The points in ∂(D∗
1 ∩ (Bh<g<f ∪Bh<f≤g)) are separated. This also holds for ∂(D∗

2 ∩ (Bg<f<h ∪
Bf≤g<h)).

Proof. We prove the first claim. The second claim can be proved analogously. Since Bh<g<f ∪Bh<f≤g is a union
of separated intervals (cf. Assumption 1), it suffices to prove that the points in (∂D∗

1)∩ (Bh<g<f ∪Bh<f≤g) are

separated. However, by Proposition 7 we have Bh<g<f ⊆ D∗
1 , implying that points in (∂D∗

1) ∩ Bh<g<f are in

∂Bh<g<f , which are separated (Assumption 1). Hence, it suffices to show that the points in (∂D∗
1) ∩ Bh<f≤g

are separated.
By Proposition 7 it also holds thatBh<f≤g∩D∗

1∩D
∗
2 = Bf=g ⊆ D∗

1 implying (with Assumption 1) that points

in (∂D∗
1)∩B

h<f≤g∩D∗
2 are separated. Hence, it only remains to show that the points in (∂D∗

1)∩B
h<f≤g∩(D∗

2)
c

are separated.
Consider an arbitrary interval (a, b) with a, b ∈ ∂D∗

1 ∩ (D∗
2)

c, where there is a point x ∈ (a, b) such that
x ∈ (D∗

1)
c. Recall that D∗

i is an optimal stopping set for Player i = 1, 2 (in the auxiliary game, cf. Section 2.2).
Hence, by general optimal stopping theory, we have a, b ∈ (supp(((KX − r)f)

+
))c and that (a, b) contains at least

one point from (supp(((KX − r)f)+)). It thus holds that each interval of the type (a, b) with a, b ∈ ∂D∗
1 ∩ (D∗

2)
c

(with a point x ∈ (a, b) such that x ∈ (D∗
1)

c) contains at least one point from ∂(supp(((KX − r)f)
+
)), which

are separated (Assumption 2). This implies that all boundary points a, b as considered above of connected
components of the continuation set (D∗

1)
c are separated. Note that all boundary points of connected components

of the continuation set, are also boundary points of stopping sets, which concludes the argument.

In the constructions we will repeatedly use the fact that there exists, for each X0 = x ∈ I and each fixed
d(x) > 0, a non-zero stopping time τx,d(x) such that for each stopping time τ ≤ τx,d(x), it holds, a.s., that

f(x)− d(x) ≤ f (Xτ ) ≤ f(x) + d(x),

g(x)− d(x) ≤ g (Xτ ) ≤ g(x) + d(x).
(28)

Indeed we attain this with τx,d(x) := inf{t ≥ 0 : Xt /∈ [
¯
x(x), x̄(x)]} where

¯
x(x) and x̄(x) are selected so that:

•

¯
x(x), x̄(x) ∈ I and x ∈ (

¯
x(x), x̄(x)), implying that τx,d(x) > 0 a.s.

• supy∈[
¯
x(x),x̄(x)] f(y) ≤ f(x) + d(x) and supy∈[

¯
x(x),x̄(x)] g(y) ≤ g(x) + d(x)

• infy∈[
¯
x(x),x̄(x)] f(y) ≥ f(x)− d(x) and infy∈[

¯
x(x),x̄(x)] g(y) ≥ g(x)− d(x).

One can directly see that selecting
¯
x(x) and x̄(x) so that these conditions are satisfied is possible, using only

the continuity of f , g and the paths of (Xt).

Construction 16 (Equilibrium construction for Player 2). In order for the equilibrium stopping time of Player

2 to be fully specified we have to define γ
(2)
ǫ and Γ

(2)
ǫ in (20).

We begin by defining (i) γ
(2)
ǫ : I → [0,∞) as a measurable locally bounded function that takes the value zero

outside of D∗
2∩(B

g<f<h∪Bf≤g<h)\iso(D∗
2∩(B

g<f<h∪Bf≤g<h)), and (ii) Γ
(2)
ǫ : iso(D∗

2∩(B
g<f<h∪Bf≤g<h)) →

[0,∞).
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• Definition of γ
(2)
ǫ and Γ

(2)
ǫ on D∗

1 ∩D∗
2 ∩ (Bg<f<h ∪Bf≤g<h). Here define

d(x) =

{

ǫ/4, if f(x) + ǫ/4 ≥ 0

ǫ/8, if f(x) + ǫ/4 < 0,

and

k(x) =

{

∞, if f(x) + ǫ/4 ≥ 0
1
r log

(

f(x)+ǫ/8
f(x)+ǫ/4

)

, if f(x) + ǫ/4 < 0,

so that k(x) > 0, and (f(x) + ǫ/8) e−rk(x) = f(x) + ǫ/4 whenever f(x) + ǫ/4 < 0. This implies that

max
(

f(x) + d(x); e−rk(x)(f(x) + d(x))
)

= f(x) + ǫ/4. (29)

(i) Consider any specific x ∈ iso(D∗
1 ∩D∗

2 ∩ (Bg<f<h ∪Bf≤g<h)). Let τ := inf{t ≥ 0 : Γ
(2)
ǫ (x)lxt ≥ E2} (which

we note is a stopping time of the kind (3)–(4), that depends directly on X0 = x). Relying on this notation

for τ we set Γ
(2)
ǫ (x) < ∞ to be a value such that the condition

Px

(

τ > τx,d(x) ∧ k(x)
)

(

max
y∈[

¯
x(x),x̄(x)]

M(y)− f(x)− ǫ/4

)

≤ ǫ/4, (30)

is satisfied (here M(x) is the continuous and therefore in particular locally bounded function defined in
(10) and τx,d(x) is defined in the introduction of this appendix); to see that this is possible observe that

Px

(

τ > τx,d(x) ∧ k(x)
)

ց 0 as Γ
(2)
ǫ (x) → ∞.

(ii) Consider the set D∗
1 ∩D∗

2 ∩ (Bg<f<h∪Bf≤g<h)\iso(D∗
1 ∩D∗

2 ∩ (Bg<f<h∪Bf≤g<h)). Here we re-define the

stopping time τ according to τ := inf{t ≥ 0 :
∫ t

0 γ
(2)
ǫ (Xs)ds ≥ E2} and relying on this definition we select

the function γ
(2)
ǫ so that (30) holds for all x in the considered set. A construction of such a function γ

(2)
ǫ

is as follows:

- Represent the considered set as a countable union of bounded intervals In, where the measure of each
interval is dominated by a strictly positive constant (cf. Lemma 15).

- Consider the stopping times τ(n) := inf{t ≥ 0 :
∫ t

0 CnI{Xs ∈ In}ds ≥ E2}, where Cn > 0.

- Then the function (x,Cn) ∈ Īn× (0,∞) 7→ p(x,Cn; ǫ) := Px

(

τ(n) > τx,d(x) ∧ k(x)
)

is continuous and
bounded, with p(x,Cn; ǫ) ց 0 as Cn → ∞. Hence, for any fixed ǫ > 0 there exists a constant Cn > 0
such that (30) holds if we replace τ with τ(n), for each x ∈ In.

- Now specify the function γ
(2)
ǫ so that it is continuous on each (bounded) In with γ

(2)
ǫ (x) ≥ Cn, x ∈ In,

for each n.

• Definition of γ
(2)
ǫ and Γ

(2)
ǫ on (D∗

1)
c∩D∗

2 ∩Bf≤g<h (which we note equals (D∗
1)

c ∩D∗
2 ∩ (Bg<f<h ∪Bf≤g<h)).

Define

d1(x) =

{

ǫ/4, if g(x) + ǫ/4 ≥ 0

ǫ/8, if g(x) + ǫ/4 < 0,

and

k1(x) =

{

∞, if g(x) + ǫ/4 ≥ 0
1
r log

(

g(x)+ǫ/8
g(x)+ǫ/4

)

, if g(x) + ǫ/4 < 0,

so that

max
(

g(x) + d1(x); e
−rk1(x)(g(x) + d1(x))

)

= g(x) + ǫ/4.
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Define

d2(x) =

{

ǫ/4, if g(x)− ǫ/4 ≤ 0

ǫ/8, if g(x)− ǫ/4 > 0,

and

k2(x) =

{

∞, if g(x)− ǫ/4 ≤ 0
1
r log

(

g(x)−ǫ/8
g(x)−ǫ/4

)

, if g(x)− ǫ/4 > 0,

so that

min
(

e−rk2(x)(g(x) − d2(x)); g(x) − d2(x)
)

= g(x)− ǫ/4.

(i) Consider any specific x ∈ iso((D∗
1)

c ∩ D∗
2 ∩ Bf≤g<h). Let τ := inf{t ≥ 0 : Γ

(2)
ǫ (x)lxt ≥ E2} and set

Γ
(2)
ǫ (x) < ∞ to a value so that

Px

(

τ > τx,d1(x) ∧ k1(x)
)

(

max
y∈[

¯
x(x),x̄(x)]

M(y)− g(x)− ǫ/4

)

≤ ǫ/4

Px

(

τ > τx,d2(x) ∧ k2(x) ∧
1

2
inf{t : Xt ∈ D∗

1}

)(

min
y∈[

¯
x(x),x̄(x)]

(−M(y))− (g(x)− ǫ/4)

)

≥ −ǫ/4.

(31)

(ii) Consider the set (D∗
1)

c∩D∗
2∩B

f≤g<h\iso((D∗
1)

c∩D∗
2∩B

f≤g<h). Here let τ := inf{t ≥ 0 :
∫ t

0
γ
(2)
ǫ (Xs)ds ≥

E2} and define the function γ
(2)
ǫ so that (31) holds for all x in the considered set. This can be done

analogously to the construction of γ
(2)
ǫ on D∗

1∩D
∗
2∩(B

g<f<h∪Bf≤g<h)\iso(D∗
1∩D

∗
2∩(B

g<f<h∪Bf≤g<h))
(above).

Note that our game is anti-symmetric in the sense that Player 2 wants to minimize a reward that Player 1
wants to maximize. For a suitable re-specification of the payoff functions we can thus essentially have Player 1
being the minimizer and Player 2 being the maximizer without changing anything else in the framework. This
allows us to describe the equilibrium construction for Player 1 by a reference to the equilibrium construction
for Player 2. The detailed argument is provided here:

Construction 17 (Equilibrium construction for Player 1). It is clear that our game—where Player 1 is a
maximizer and Player 2 is a minimizer for (1)—is equivalent to a game of the same type where Player 2 is the
maximizer and Player 1 is the minimizer for the reward

−Ex

(

e−r(τ1∧τ2) (f(Xτ1)I{τ1 < τ2}+ g(Xτ2)I{τ1 > τ2}+ h(Xτ1)I{τ1 = τ2})
)

.

Note that this corresponds to Player 2 (who is the maximizer in this alternative formulation) receiving −g if
stopping first, receiving −f if not stopping first, and receiving −h if stopping at the same time as Player 1.

Relying on these observations it is clear that in order to construct γ
(1)
ǫ and Γ

(1)
ǫ in (20) for the equilibrium

stopping time for Player 1, one can simply follow the steps of Construction 16 and replacing g with −f , f with
−g, D∗

2 with D∗
1, D

∗
1 with D∗

2, B
f≤g<h with Bh<f≤g, and Bg<f<h with Bh<g<f .

C Proofs for Section 3

The proof of Theorem 9 relies crucially on the following result which says that the continuous additive functionals
of the equilibrium stopping times do not blow up and that simultaneous stopping is possible only when both
players stop with certainty.

Proposition 18. Let Ψ
(i)
t , A

(i)
t , i = 1, 2 be as in Theorem 9.

(i) It holds that A
(1)
t , A

(2)
t < ∞ for t < ∞, Px-a.s.

(ii) Consider an arbitrary fixed τ1 ∈ T1. If τ1(ω) = τΨ(2)(ω) < ∞ then Xτ1(ω) ∈ D∗
2\(B

g<f<h ∪Bf≤g<h),
Px-a.s. Similarly, consider an arbitrary fixed τ2 ∈ T2. If τ2(ω) = τΨ(1)(ω) < ∞ then Xτ2(ω) ∈

D∗
1\(B

h<g<f ∪Bh<f≤g), Px-a.s.
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Proof. This follows from [8, Lemma 4.4].

Proof of Theorem 9. For ease of exposition we write in this proof the proposed equilibrium stopping time
pair in the theorem statement as (τ∗1 , τ

∗
2 ) := (τΨ(1) , τΨ(2)).

Fix an arbitrary ǫ > 0. In the items below we verify that the equilibrium condition for Player 1 holds for
the proposed equilibrium stopping time pair; i.e., we prove that the first inequality in the equilibrium condition
(5) holds. In view of Construction 17 it is clear that the corresponding result for Player 2 also holds. This
corresponds to the second part of Theorem 9(ii).

From the items below it also follows that the equilibrium value J(·; τ∗1 , τ
∗
2 ) coincides with the value of the

associated game V in Proposition 7 (in applicable cases V (x) is obtained by sending ǫ ց 0). This corresponds
to the remaining statements of Theorem 9.

Equation (16) and Proposition 18 are used repeatedly.

1. Consider an arbitrary point x ∈ Bg≤h≤f . The proposed equilibrium, i.e., (τ∗1 , τ
∗
2 ), corresponds to

both players stopping immediately. The value corresponding to the proposed equilibrium is therefore
J(x; τ∗1 , τ

∗
2 ) = h(x). If Player 1 deviates from (τ∗1 , τ

∗
2 ) by using a different stopping time τ1 ∈ T1, then

either J(x; τ1, τ
∗
2 ) = h(x) or J(x; τ1, τ

∗
2 ) = g(x) ≤ h(x); use the definition of Bg≤h≤f to see this. Hence,

the first part of (5) holds, for each ǫ ≥ 0.

2. Consider x ∈ Bh<g<f . The proposed equilibrium corresponds to Player 2 stopping immediately, while
Player 1 randomizes. The corresponding value is J(x; τ∗1 , τ

∗
2 ) = g(x). If Player 1 deviates by using a

different stopping time τ1 ∈ T1, then either J(x; τ1, τ
∗
2 ) = g(x) or J(x; τ1, τ

∗
2 ) = h(x) < g(x); use the

definition of Bh<g<f to see this. Hence the first part of (5) holds, for each ǫ ≥ 0.

3. In the items below we consider the points x ∈ Bf.h.g ∪ Bf≤g<h ∪ Bh<f≤g ⊆ Bf≤g. We rely on the
observation that

x ∈ (Bf.h.g ∪Bf≤g<h ∪Bh<f≤g) ∩D∗
1 ∩D∗

2 ⇒ f(x) = g(x).

To see that this holds use that D∗
i are the stopping sets of the associated game, that f̃ = f = h̃ ≤ g̃ = g on

Bf.h.g∪Bf≤g<h∪Bh<f≤g and basic observations inline with the items above; essentially, the observation
is that simultaneous stopping, yielding h̃(x) for the associated game, can, in case f(x) ≤ g(x), only occur
if f(x) = g(x). This implies also that

Bf.h.g ∩D∗
1 ∩D∗

2 = ∅. (32)

• For x ∈ Bf.h.g∩D∗
2 . The proposed equilibrium says that Player 2 should stop (without randomization)

and that Player 1 should not do so (cf. (19)–(20) and (32)). Hence, J(x; τ∗1 , τ
∗
2 ) = g(x). If Player 1 deviates

by using another stopping time τ1 then either J(x; τ1, τ
∗
2 ) = g(x) or J(x; τ1, τ

∗
2 ) = h(x) ≤ g(x), where the

inequality holds by definition of Bf.h.g. Hence, the first part of (5) holds, for each ǫ ≥ 0.

• For x ∈ Bh<f≤g∩D∗
2 . The proposed equilibrium says that Player 2 should stop (without randomization)

and that Player 1 should not do so (cf. (19)–(20)). Hence, J(x; τ∗1 , τ
∗
2 ) = g(x). If Player 1 deviates by

using another stopping time τ1 then either J(x; τ1, τ
∗
2 ) = g(x) or J(x; τ1, τ

∗
2 ) = h(x) < g(x) (cf. definition

of Bh<f≤g). Hence, the first part of (5) holds, for each ǫ ≥ 0.

• For x ∈ Bf≤g<h ∩D∗
1 ∩D∗

2 . The proposed equilibrium says that Player 2 should approximate stopping
by using randomization and that Player 1 should stop without randomization. Using this and that
x ∈ Bf≤g<h ∩D∗

1 ∩D∗
2 ⇒ f(x) = g(x) we obtain J(x; τ∗1 , τ

∗
2 ) + ǫ = g(x) + ǫ = f(x) + ǫ. In order to show

that the first part of (5) holds, for a fixed ǫ > 0, it is enough to show that

J(x; τ1, τ
∗
2 ) ≤ J(x; τ∗1 , τ

∗
2 ) + ǫ/2 = g(x) + ǫ/2 = f(x) + ǫ/2, for all τ1. (33)

(Note that it would here suffice to show that (33) holds with ǫ/2 replaced with ǫ, and without mentioning
the last equality; but we rely on the stronger result (33) later in the proof.)
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Let us first establish that

J(x; τ1, τ
∗
2 )

:= Ex

(

e−r(τ1∧τ∗
2 )

(

f(Xτ1)I{τ1 < τ∗2 }+ g(Xτ∗
2
)I{τ1 > τ∗2 }+ h(Xτ1)I{τ1 = τ∗2 }

)

)

= Ex

(

e−r(τ1∧τ∗
2 )

(

f(Xτ1)I{τ1 < τ∗2 }+ g(Xτ∗
2
)I{τ1 > τ∗2 }+ h(Xτ1)I{τ1 = τ∗2 }

)

I{τ∗2 ≤ τx,d(x) ∧ k(x)}
)

+ Ex

(

e−r(τ1∧τ∗
2 )

(

f(Xτ1)I{τ1 < τ∗2 }+ g(Xτ∗
2
)I{τ1 > τ∗2 }+ h(Xτ1)I{τ1 = τ∗2 }

)

I{τ∗2 > τx,d(x) ∧ k(x)}
)

≤ Px

(

τ∗2 ≤ τx,d(x) ∧ k(x)
)

max
(

f(x) + d(x); e−rk(x)(f(x) + d(x)); g(x) + d(x); e−rk(x)(g(x) + d(x))
)

+ Px

(

τ∗2 > τx,d(x) ∧ k(x)
)

max
y∈[

¯
x(x),x̄(x)]

M(y)

= Px

(

τ∗2 ≤ τx,d(x) ∧ k(x)
)

(f(x) + ǫ/4) + Px

(

τ∗2 > τx,d(x) ∧ k(x)
)

max
y∈[

¯
x(x),x̄(x)]

M(y)

= f(x) + ǫ/4 + Px

(

τ∗2 > τx,d(x) ∧ k(x)
)

(

max
y∈[

¯
x(x),x̄(x)]

M(y)− f(x)− ǫ/4

)

.

(34)

The inequality above follows from the strong Markov property and the definition of τx,d(x) in Construction
16 (see e.g., (28)) together with the fact that simultaneous stopping cannot not occur unless h ≤ f or
h ≤ g (since Player 2 randomizes on Bg<f<h ∪ Bf≤g<h). The equality after that follows from (29) and
f(x) = g(x) (for the present x). The remaining steps are easily verified.

Relying on Construction 16 and the observation that each stopping time τ there satisfies τ ≥ τ∗2 a.s. (by
construction of τ∗2 ) we obtain

Px

(

τ∗2 > τx,d(x) ∧ k(x)
)

(

max
y∈[x[

¯
x(x),x̄(x)]

M(y)− f(x) − ǫ/4

)

≤ ǫ/4.

This inequality and (34) implies that (33) holds and we are done.

• For x ∈ Bf≤g<h∩(D∗
1)

c∩D∗
2 . The proposed equilibrium says that Player 2 should approximate stopping

using randomization and that Player 1 should not stop and not randomize. In order to show that the first
part of (5) holds, for the fixed ǫ > 0, we should show that

J(x; τ1, τ
∗
2 ) ≤ J(x; τ∗1 , τ

∗
2 ) + ǫ, for all τ1. (35)

Using arguments similar to those that lead to (34) (with d1(x) and k1(x) instead of d(x) and k(x)), and
that f ≤ g on Bf≤g<h, it can be shown that

J(x; τ1, τ
∗
2 ) ≤ g(x) + ǫ/2, for all τ1.

Hence, if we can show that

J(x; τ∗1 , τ
∗
2 ) ≥ g(x) − ǫ/2, (36)

then (35) holds and we are done. It holds that

J(x; τ∗1 , τ
∗
2 ) = Ex

(

e−r(τ∗
1∧τ∗

2 )
(

f(Xτ∗
1
)I{τ∗

1 <τ∗
2 } + g(Xτ∗

2
)I{τ∗

1 >τ∗
2 } + h(Xτ∗

1
)I{τ∗

1 =τ∗
2 }
)

)

≥ Px

(

τ∗2 ≤ τx,d2(x) ∧ k2(x) ∧
1

2
inf{t : Xt ∈ D∗

1}

)

min(e−rk2(x)(g(x) − d2(x)); g(x) − d2(x))

+ Px

(

τ∗2 > τx,d2(x) ∧ k2(x) ∧
1

2
inf{t : Xt ∈ D∗

1}

)

min
y∈[

¯
x(x),x̄(x)]

(−M(y))

= Px

(

τ∗2 ≤ τx,d2(x) ∧ k2(x) ∧
1

2
inf{t : Xt ∈ D∗

1}

)

(g(x)− ǫ/4)

+ Px

(

τ∗2 > τx,d2(x) ∧ k2(x) ∧
1

2
inf{t : Xt ∈ D∗

1}

)

min
y∈[

¯
x(x),x̄(x)]

(−M(y))

= g(x)− ǫ/4

+ Px

(

τ∗2 > τx,d2(x) ∧ k2(x) ∧
1

2
inf{t : Xt ∈ D∗

1}

)(

min
y∈[

¯
x(x),x̄(x)]

(−M(y))− (g(x)− ǫ/4)

)

,
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which can be seen using arguments similar to those in the item above and the observations that (D∗
1)

c is
an open set and that if stopping occurs before inf{t : Xt ∈ D∗

1} then the payoff must be given by g (since
Player 1 does not stop and does not randomize on (D∗

1)
c).

Relying on Construction 16 and the observation that each stopping time τ there satisfies τ ≥ τ∗2 a.s. we
obtain

Px

(

τ∗2 > τx,d2(x) ∧ k2(x) ∧
1

2
inf{t : Xt ∈ D∗

1}

)(

min
y∈[

¯
x(x),x̄(x)]

(−M(y))− (g(x)− ǫ/4)

)

≥ −ǫ/4.

It follows that (36) holds and we are done.

• For x ∈ (Bf.h.g ∪Bf≤g<h ∪Bh<f≤g)∩ (D∗
2)

c. If we can show that the following inequality holds then
we are done

sup
τ1∈T1

J(x; τ1, τ
∗
2 )− ǫ ≤ J(x; τ∗1 , τ

∗
2 ). (37)

Let (a, b) be the largest open interval so that x ∈ (a, b) and (a, b) ⊆ (D∗
2)

c. Note that (D∗
2)

c ⊆ Bf.h.g ∪

Bf≤g<h ∪Bh<f≤g. It follows that a, b ∈ ∂D∗
2 ∩Bf.h.g ∪Bf≤g<h ∪Bh<f≤g in case a and b, respectively

are finite; whereas if a = −∞ then y ∈ Bf.h.g ∪Bf≤g<h ∪Bh<f≤g for all y ≤ x, and if b = ∞ then

y ∈ Bf.h.g ∪Bf≤g<h ∪Bh<f≤g for all y ≥ x.

Recall that τ (a,b)
c

:= inf{t ≥ 0 : Xt /∈ (a, b)}. Consider the associated game (Section 2.2) and observe:

(i) For the present starting value X0 = x it holds, keeping the definition of τ̃∗2 in mind, that τ (a,b)
c

= τ̃∗2
a.s. and that τ̃∗2 will occur at the latest when the state process leaves Bf≤g ⊇ Bf.h.g ∪Bf≤g<h ∪
Bh<f≤g. Indeed it holds a.s. that

e−r(τ1∧τ (a,b)c )f̃(Xτ1)I{τ1 ≤ τ (a,b)
c

} = e−r(τ1∧τ (a,b)c )f(Xτ1)I{τ1 ≤ τ (a,b)
c

},

e−r(τ1∧τ (a,b)c )g̃(Xτ (a,b)c ) = e−r(τ1∧τ (a,b)c )g(Xτ (a,b)c ).

(ii) Simultaneous stopping occurs at any specific x for the equilibrium of the associated game (τ̃∗1 , τ̃
∗
2 )

(cf. Proposition 6) if and only if f̃(x) = g̃(x).

Using (27) and the observations above we find that the equilibrium value of the associated game can, for
the present x, be written as

J̃(x; τ̃∗1 , τ̃
∗
2 )

= sup
τ1∈T1

J̃(x; τ1, τ̃
∗
2 )

= sup
τ1∈T1

Ex

(

e−r(τ1∧τ (a,b)c )

(

f̃(Xτ1)I{τ1 ≤ τ (a,b)
c

}+ g̃(Xτ (a,b)c )I{τ1 > τ (a,b)
c

}

))

= sup
τ1∈T1

Ex

(

e−r(τ1∧τ (a,b)c )

(

f(Xτ1)I{τ1 ≤ τ (a,b)
c

}+ g(Xτ (a,b)c )I{τ1 > τ (a,b)
c

}

))

= sup
τ1∈T1

Ex

(

e−r(τ1∧τ (a,b)c )

(

f(Xτ1)I{τ1 < τ (a,b)
c

}+ g(Xτ (a,b)c )I{τ1 ≥ τ (a,b)
c

}

))

.

(38)

Note that (38) is based on τ̃∗2 (equilibrium stopping time for Player 2 for the associated game), whereas
(37) is based on τ∗2 (the proposed equilibrium stopping time for Player 2 for the present game). Relying
on (38) we will now prove that (37) holds.

Observe:

(i) τ∗2 ≥ τ (a,b)
c

= τ̃∗2 a.s. for the present starting value X0 = x. Note that we do not necessarily have
equality here since τ∗2 relies on randomization.

(ii) We know that if |a|, b < ∞ then a, b ∈ ∂D∗
2 ∩Bf.h.g ∪Bf≤g<h ∪Bh<f≤g. We also know that f ≤ g

on Bf.h.g ∪Bf≤g<h ∪Bh<f≤g. Hence,

e−rτ (a,b)c

f(Xτ (a,b)c ) ≤ e−rτ (a,b)c

g(Xτ (a,b)c ).
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(iii) Note that I{τ∗2 = τ (a,b)
c

< ∞}(ω) = 1 ⇒ Xτ∗
2
(ω) ∈ Bf.h.g ∪Bf≤g<h ∪Bh<f≤g\int(Bf≤g<h) a.s.,

since Player 2 can only stop on int(Bf≤g<h) with randomization.

Note that h ≤ g on Bf.h.g ∪Bf≤g<h ∪Bh<f≤g\int(Bf≤g<h). Hence,

e−rτ∗
2 h(Xτ∗

2
)I{τ (a,b)

c

= τ∗2 }I{τ1 = τ (a,b)
c

} ≤ e−rτ (a,b)c

g(Xτ (a,b)c )I{τ (a,b)
c

= τ∗2 }I{τ1 = τ (a,b)
c

}.

(iv) J(y; τ1, τ
∗
2 ) ≤ g(y) + ǫ/2 for y = a, b, if |a|, b < ∞. Using a, b ∈ ∂D∗

2 ∩Bf.h.g ∪Bf≤g<h ∪Bh<f≤g

we find that this has been proved in the items above, cf. e.g., (33).

Using these observations and the strong Markov property we find

sup
τ1∈T1

J(x; τ1, τ
∗
2 )

= sup
τ1∈T1

Ex

(

e−r(τ1∧τ∗
2 )

(

f(Xτ1)I{τ1 < τ∗2 }+ g(Xτ∗
2
)I{τ1 > τ∗2 }+ h(Xτ∗

2
)I{τ1 = τ∗2 }

))

≤ sup
τ1∈T1

Ex

(

e−r(τ1∧τ (a,b)c )

(

f(Xτ1)I{τ1 < τ (a,b)
c

}+ g(Xτ (a,b)c )I{τ1 = τ (a,b)
c

}

+ J(Xτ (a,b)c ; τ1, τ
∗
2 )I{τ1 > τ (a,b)

c

}

))

≤ sup
τ1∈T1

Ex

(

e−r(τ1∧τ (a,b)c )

(

f(Xτ1)I{τ1 < τ (a,b)
c

}+ (g(Xτ (a,b)c ) + ǫ/2)I{τ1 ≥ τ (a,b)
c

}

))

≤ sup
τ1∈T1

Ex

(

e−r(τ1∧τ (a,b)c )

(

f(Xτ1)I{τ1 < τ (a,b)
c

}+ g(Xτ (a,b)c )I{τ1 ≥ τ (a,b)
c

}

))

+ ǫ/2.

The inequalities above and (38) imply that

sup
τ1∈T1

J(x; τ1, τ
∗
2 )− ǫ/2 ≤ J̃(x; τ̃∗1 , τ̃

∗
2 ). (39)

Observe that the following holds for the present X0 = x:

(i) τ̃∗i ≤ τ∗i and τ̃∗2 = τ (a,b)
c

a.s.

(ii) Using e.g., (36) we obtain J(Xτ̃∗
2
; τ∗1 , τ

∗
2 ) ≥ g(Xτ̃∗

2
)− ǫ/2 a.s.

(iii) It also holds that J(Xτ̃∗
1
; τ∗1 , τ

∗
2 ) ≥ f(Xτ̃∗

1
)− ǫ/2 a.s. Indeed, this inequality can obtained using the

equilibrium stopping time for Player 1 (cf. Construction 17), in analogy with how J(y; τ1, τ
∗
2 ) ≤

g(y) + ǫ/2 for y = a, b was obtained above.

Using this, we obtain for the present X0 = x that

J(x; τ∗1 , τ
∗
2 )

= Ex

(

e−r(τ̃∗
1 ∧τ̃∗

2 )J(Xτ̃∗
1 ∧τ̃∗

2
; τ∗1 , τ

∗
2 )

)

= Ex

(

e−r(τ̃∗
1 ∧τ̃∗

2 )

(

J(Xτ̃∗
1
; τ∗1 , τ

∗
2 )I{τ̃

∗
1 ≤ τ̃∗2 }+ J(Xτ̃∗

2
; τ∗1 , τ

∗
2 )I{τ̃

∗
1 > τ̃∗2 }

))

≥ Ex

(

e−r(τ̃∗
1 ∧τ̃∗

2 )

(

f(Xτ̃∗
1
)I{τ̃∗1 ≤ τ̃∗2 }+ g(Xτ̃∗

2
)I{τ̃∗1 > τ̃∗2 }

)

− ǫ/2

= J̃(x; τ̃∗1 , τ̃
∗
2 )− ǫ/2,

where the last equality also relies on (38). Now use (39) and the inequality above to see that (37) holds.

4. The remaining points are x ∈ Bg<f<h. The proposed equilibrium corresponds to Player 1 stopping
immediately and Player 2 randomizing. The corresponding value is J(x; τ∗1 , τ

∗
2 ) = f(x). Hence, if we can

show, for any fixed ǫ > 0, that
J(x; τ1, τ

∗
2 ) ≤ f(x) + ǫ,

for each τ1 ∈ T1, then the first part of (5) holds, and we are done; but this statement follows from
arguments similar to those for x ∈ Bf≤g<h ∩ D∗

1 ∩D∗
2 , cf. (34), when noting that Bg<f<h = Bg<f<h ∩

D∗
1 ∩D∗

2 and that g < f on this set.
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Proof of Corollary 10. The first result can be proved by following the same arguments as those in the proof
of Theorem 9. The second result corresponds to a basic result for general zero-sum games; cf. Section 1.

D Proofs for Section 4

The proof of Theorem 11 relies on the following result, whose first part has this interpretation: On any interval
B where the payoff function of the maximizer dominates the payoff function of the minimizer, i.e., f > g, it
holds that the maximizer can randomize stopping so that the minimizer wants to stop immediately, assuming
that the minimizer stops alone at the latest when leaving B (or that both stop when leaving B and g = h on
∂B). The interpretation of the second result is analogous.

Proposition 19. Suppose B ⊆ I is an interval with g(x) < f(x) for all x ∈ B.

(i) Let

At :=

∫ t

0

1

f(Xs)− g(Xs)
I{Xs∈B}dC

−
s (g), t ≥ 0.

Then At < ∞, t < τ∂B a.s. (while it may occur that Aτ∂B = ∞) and with τA := inf{t ≥ 0 : At ≥ E1} it
holds, for all x ∈ B and τ2 ∈ T2, that

g(x)

≤ Ex

(

e−r(τA∧τ2) (f(XτA)I{τA < τ2}+ g(Xτ2)I{τA > τ2}+ h(Xτ2)I{τ2 = τA}) I{τ2 ∧ τA < τ∂B}
)

+ Ex

(

e−rτ∂B

g(Xτ∂B)I{τA ∧ τ2 ≥ τ∂B}
)

.

Moreover, if g is twice continuously differentiable except on a countable set of separated points xj ∈ I, j ∈ J
(where J is an index set), then

At =

∫ t

0

(

(LX − r)g(Xs)

g(Xs)− f(Xs)

)

+

I{Xs∈B,Xs 6=xj ,∀j}ds+
1

2

∑

j

I{xj∈B}

(

g′(xj+)− g′(xj−)

g(xj)− f(xj)

)

+

l
xj

t , t ≥ 0.

(ii) Let

At :=

∫ t

0

1

f(Xs)− g(Xs)
I{Xs∈B}dC

+
s (f), t ≥ 0. (40)

Then At < ∞, t < τ∂B a.s. (while it may occur that Aτ∂B = ∞) and with τA := inf{t ≥ 0 : At ≥ E2} it
holds, for all x ∈ B and τ1 ∈ T1, that

f(x)

≥ Ex

(

e−r(τ1∧τA) (f(Xτ1)I{τ1 < τA}+ g(XτA)I{τ1 > τA}+ h(Xτ1)I{τ1 = τA}) I{τ1 ∧ τA < τ∂B}
)

+ Ex

(

e−rτ∂B

f(Xτ∂B)I{τ1 ∧ τA ≥ τ∂B}
)

.

Moreover, if f is twice continuously differentiable except on a countable set of separated points xi ∈ I, i ∈ I
(where I is an index set) then

At =

∫ t

0

(

(LX − r)f(Xs)

f(Xs)− g(Xs)

)

+

I{Xs∈B,Xs 6=xi,∀i}ds+
1

2

∑

i

I{xi∈B}

(

f ′(xi+)− f ′(xi−)

f(xi)− g(xi)

)

+

lxi

t , t ≥ 0.

Proof. We present a proof of result (ii). One can prove result (i) analogously.
The first assertion holds since C+

t (f), t ≥ 0 takes values in [0,∞), cf. Section 2.1, and f > g on B. The
last assertion follows from the Itô-Meyer formula and the occupation density formula applied to the definition
of C+

t (f) as already carried out in Section 2.1.
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Let us prove the second assertion: Using arguments analogous to those in [3, Proposition 6] we obtain, for
all τ ∈ T1, that a.s.

Ex

(

e−r(τ∧τA) (f(Xτ )I{τ < τA}+ g(XτA)I{τ > τA}) |F
X
∞

)

= Ex

(

e−rτ−Aτf(Xτ ) +

∫ τ

0

e−rs−Asg(Xs)dAs|F
X
∞

)

.

Using (11) we also have

d(e−Ate−rtf(Xt)) = e−rtf(Xt)de
−At + e−Atd(e−rtf(Xt))

= −e−rtf(Xt)e
−AtdAt + e−At

(

e−rtdC+
t (f)− e−rtdC−

t (f) + dMt

)

,

where (Mt) is a local martingale. From this and (40) we obtain

d

(

e−rt−Atf(Xt) +

∫ t

0

e−rs−Asg(Xs)dAs

)

= −e−rt−Atf(Xt)dAt + e−At
(

e−rtdC+
t (f)− e−rtdC−

t (f) + dMt

)

+ e−rt−Atg(Xt)dAt

= −e−rt−Atf(Xt)dAt + e−At
(

e−rt(f(Xt)− g(Xt))dAt − e−rtdC−
t (f) + dMt

)

+ e−rt−Atg(Xt)dAt

= e−AtdMt − e−rt−AtdC−
t (f).

From now on let τ := τ1 ∧ τ∂B . Observe that by definition we directly have

Ex

(

e−r(τ∧τA) (f(Xτ )I{τ < τA}+ g(XτA)I{τ > τA})
)

= Ex

(

e−r(τ1∧τA) (f(Xτ1)I{τ1 < τA}+ g(XτA)I{τ1 > τA}) I{τ1 ∧ τA < τ∂B}
)

+ Ex

(

e−rτ∂B

f(Xτ∂B )I{τ∂B < τA}I{τ1 ∧ τA ≥ τ∂B}
)

.

Let us now show that

Ex

(

e−rτ∂B

f(Xτ∂B )I{τ∂B < τA}I{τ1 ∧ τA ≥ τ∂B}
)

= Ex

(

e−rτ∂B

f(Xτ∂B)I{τ1 ∧ τA ≥ τ∂B}
)

. (41)

Note here that we have the behavior on {τ∂B = ∞} consistent with assumption (9). Using this and

I{τ1 ∧ τA ≥ τ∂B} = I{τ1 ∧ τA ≥ τ∂B}I{τ∂B < τA}+ I{τ1 ∧ τA ≥ τ∂B}I{τ∂B ≥ τA}

= I{τ1 ∧ τA ≥ τ∂B}I{τ∂B < τA}+ I{τ1 ∧ τA ≥ τ∂B}I{τ∂B = τA},

we see that if it holds that

I{τA = τ∂B < ∞} = 0, (42)

a.s., then (41) follows. To see that (42) holds, use that (At) is a continuous process, the definition of τA and
that Ei has a continuous distribution (cf. [8, Lemma 4.4]). Hence, (41) holds.

It can also be verified that {τ1 = τA < τ∂B} is a null set. To see this use that (At) is finite on {t < τ∂B},
that Ei are independent and have a continuous distribution and the definition of τA (again, cf. [8, Lemma 4.4]).
This implies that we have the first equality in (43) below.

Putting also the other pieces above together we find, for any τ := τ1 ∧ τ∂B that is dominated by an exit
time from a bounded interval, that

Ex

(

e−r(τ1∧τA) (f(Xτ1)I{τ1 < τA}+ g(XτA)I{τ1 > τA}+ h(Xτ1)I{τ1 = τA}) I{τ1 ∧ τA < τ∂B}
)

+ Ex

(

e−rτ∂B

f(Xτ∂B)I{τ1 ∧ τA ≥ τ∂B}
)

= Ex

(

e−r(τ1∧τA) (f(Xτ1)I{τ1 < τA}+ g(XτA)I{τ1 > τA}) I{τ1 ∧ τA < τ∂B}
)

+ Ex

(

e−rτ∂B

f(Xτ∂B)I{τ1 ∧ τA ≥ τ∂B}
)

= Ex

(

e−r(τ∧τA) (f(Xτ )I{τ < τA}+ g(XτA)I{τ > τA})
)

= f(x) + Ex

(
∫ τ

0

(e−AsdMs − e−rs−AsdC−
s (f))

)

≤ f(x) + Ex

(
∫ τ

0

e−AsdMs

)

= f(x).

(43)

The general statement now follows from (9), (10) and dominated convergence.
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We also need the following result which says that the equilibrium stopping time randomization intensity

processes, i.e., (A
(i)
t )t≥0, do not blow up before (Xt)t≥0 reaches ∂Bg≤h≤f . It may, however, be the case that

they blow at this point, but we also note that both equilibrium stopping times prescribe immediate stopping
on Bg≤h≤f .

Proposition 20. Let Ψ
(i)
t , A

(i)
t , i = 1, 2 be as in Theorem 11.

(i) It holds that A
(1)
t , A

(2)
t < ∞ for t < τ∂B

g≤h≤f

, Px-a.s.

(ii) Consider an arbitrary fixed τ1 ∈ T1. If τ1(ω) = τΨ(2)(ω) < ∞ then Xτ1(ω) ∈ D∗
2\B

g<f<h, Px-a.s.

Similarly, consider an arbitrary fixed τ2 ∈ T2. If τ2(ω) = τΨ(1)(ω) < ∞ then Xτ2(ω) ∈ D∗
1\B

h<g<f ,
Px-a.s.

Proof. (i) This follows from Proposition 19. In particular, to see this for A
(1)
t , we note that f > g on Bh<g<f

and that the assumption Bf≤g<h ∪Bh<f≤g = ∅ implies that x ∈ ∂(Bh<g<f ) ⇒ x ∈ ∂(Bg≤h≤f ). The proof for

A
(2)
t is analogous. (ii) This holds by Proposition 18(ii).

Proof of Theorem 11. The last part of the result follows directly from the first part, using Proposition 19.
The remainder of this proof follows the same structure as the proof of Theorem 9. Indeed to show that the

first inequality in (5) holds with ǫ = 0 for x ∈ Bg≤h≤f ∪ Bh<g<f , we use the same arguments as in the proof
of Theorem 9, relying also on Proposition 20. This also holds for x ∈ Bf.h.g ∩ D∗

2 . Using the assumption
Bf≤g<h ∪Bh<f≤g = ∅ we can moreover adjust the arguments that lead to (37) to see that this inequality holds
with ǫ = 0, for x ∈ Bf.h.g ∩ (D∗

2)
c. Hence, the first inequality in (5) holds with ǫ = 0 for x ∈ Bf.h.g, and it

only remains to show this for Bg<f<h:

Set τA := inf{t ≥ 0 : A
(2)
t ≥ E1}. Using the strong Markov property, that x ∈ ∂Bg<f<h ⇒ x ∈ ∂Bg≤h≤f

(since Bf≤g<h = ∅) implying J(X
τ∂Bg<f<h ; τ1, τ

∗
2 ) ≤ h(X

τ∂Bg<f<h ) = f(X
τ∂Bg<f<h ) a.s. and Proposition 19

(for the last inequality), we find, for any x ∈ Bg<f<h and τ1 ∈ T1, that

J(x; τ1, τ
∗
2 )

= Ex

(

e−r(τ1∧τ∗
2 )

(

f(Xτ1)I{τ1 < τ∗2 }+ g(Xτ∗
2
)I{τ1 > τ∗2 }+ h(Xτ∗

2
)I{τ1 = τ∗2 }

))

= Ex

(

e−r(τ1∧τ∗
2 )

(

f(Xτ1)I{τ1 < τ∗2 }+ g(Xτ∗
2
)I{τ1 > τ∗2 }+ h(Xτ∗

2
)I{τ1 = τ∗2 }

)

I{τ1 ∧ τ∗2 < τ∂B
g<f<h

}

)

+ Ex

(

e−rτ∂Bg<f<h

J(X
τ∂Bg<f<h ; τ1, τ

∗
2 )I{τ1 ∧ τ∗2 ≥ τ∂B

g<f<h

}

)

≤ Ex

(

e−r(τ1∧τ∗
2 )

(

f(Xτ1)I{τ1 < τ∗2 }+ g(Xτ∗
2
)I{τ1 > τ∗2 }+ h(Xτ∗

2
)I{τ1 = τ∗2 }

)

I{τ1 ∧ τ∗2 < τ∂B
g<f<h

}

)

+ Ex

(

e−rτ∂Bg<f<h

f(X
τ∂Bg<f<h )I{τ1 ∧ τ∗2 ≥ τ∂B

g<f<h

}

)

≤ Ex

(

e−r(τ1∧τA)

(

f(Xτ1)I{τ1 < τA}+ g(XτA)I{τ1 > τA}+ h(XτA)I{τ1 = τA}

)

I{τ1 ∧ τA < τ∂B
g<f<h

}

)

+ Ex

(

e−rτ∂Bg<f<h

f(Xτ∂Bg<f<h )I{τ1 ∧ τA ≥ τ∂B
g<f<h

}

)

≤ f(x) = J(x; τ∗1 , τ
∗
2 ),

where the last equality holds since Player 1 stops without randomization on Bg<f<h (which is an open set).
Hence, the first inequality in (5) holds with ǫ = 0 for x ∈ Bg<f<h, i.e., the equilibrium condition is satisfied for
Player 1. In view of Construction 17 it is clear that the corresponding result for Player 2 also holds (cf. the
remarks made in the beginning of the proof of Theorem 9).

E Proofs for Section 5

Proof of Theorem 14. Suppose condition (i) holds. Suppose, in order to obtain a contradiction, that
a global Markovian pure Nash equilibrium exists; denote its value by V . Consider an arbitrary point x ∈
Bg<f<h∪Bf≤g<h. Observe that both players stopping at x, giving the payoff h(x), cannot happen in equilibrium
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since Player 2 would benefit from deviating (since f(x) < h(x)). Observe that Player 2 stopping at x and Player
1 not stopping at x, giving the payoff g(x), cannot happen in equilibrium since Player 1 would benefit from
deviating (since h(x) > g(x)).

These observations imply that for the global Markovian pure Nash equilibrium (which we have supposed
exists), it holds that Player 2 does not stop on Bg<f<h ∪ Bf≤g<h. Now, given a Markovian pure stopping
time for Player 2 that never stops on Bg<f<h ∪ Bf≤g<h it holds that Player 1 can always obtain a reward
corresponding to the left hand side in (25), i.e., the equilibrium value V has to satisfy

V (x0) ≥ sup
τ<τ (Bg<f<h∪Bf≤g<h)c

Ex0(e
−rτf(Xτ )) > f(x0) ∨ g(x0)

(where the last inequality also relies on (25)). This contradicts the result that the equilibrium value V is
found between f and g (cf. Theorem 9 and Proposition 7). We have thus reached a contradiction. Hence, no
global Markovian pure Nash equilibrium exists under condition (i). The result for condition (ii) can be proved
analogously.
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[3] A. Bodnariu, S. Christensen, and K. Lindensjö. Local time pushed mixed equilibrium strategies for time-
inconsistent stopping problems. S IAM Journal on Control and Optimization, 62(2):1261–1290, 2024.

[4] A. N. Borodin and P. Salminen. H andbook of Brownian Motion-facts and formulae. Birkhäuser, 2012.
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