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Abstract

Unsolicited bulk emails, also known as spam emails, are a regular

occurrence for anyone who uses email. Spam filtering is a way to

distinguish between spam emails and regular emails. The goal with

spam filtering is to determine whether an email is spam or not spam,

then filtering out the spam emails, resulting in a spam-free in-box for

the user.

Logistic regression is a statistical method that can be utilized for spam

filtering. It is sensible that spam emails typically share a certain type

of characteristics. Words that recurrently show up in spam emails can

be used as predictor variables in the logistic regression model. Other

email characteristics, such as special formatting, tables, links, may

also be used as predictor variables. More on this in section ??.

This report looks into what determines the probability of an email

being a spam email by using logistic regression. We will examine if

certain characteristics alter the probability of an email being a spam

email or not. We will also test which model best predict the probability

of an email being spam.

The study initially contain 12 variables that potentially could alter

the probability of an email being spam. After variable selection, the

number of explanatory variables decrease to 5 in the chosen model.

The variables shown to be insignificant are excluded from the model

while all the significant variables are kept in the model. It appears

that factors such as winner, mult sent, prior corr and sender spam

have a significant effect on determining the probability of an email

being spam, and thus should be used in a spam filter.
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Abstract

Unsolicited bulk emails, also known as spam emails, are a regular oc-

currence for anyone who uses email. Spam �ltering is a way to distinguish

between spam emails and regular emails. The goal with spam �ltering is

to determine whether an email is spam or not spam, then �ltering out the

spam emails, resulting in a spam-free in-box for the user.

Logistic regression is a statistical method that can be utilized for spam

�ltering. It is sensible that spam emails typically share a certain type of

characteristics. Words that recurrently show up in spam emails can be

used as predictor variables in the logistic regression model. Other email

characteristics, such as special formatting, tables, links, may also be used

as predictor variables. More on this in section 3.2.2.

This report looks into what determines the probability of an email being

a spam email by using logistic regression. We will examine if certain char-

acteristics alter the probability of an email being a spam email or not. We

will also test which model best predict the probability of an email being

spam.

The study initially contain 12 variables that potentially could alter the

probability of an email being spam. After variable selection, the number

of explanatory variables decrease to 5 in the chosen model. The variables

shown to be insigni�cant are excluded from the model while all the sig-

ni�cant variables are kept in the model. It appears that factors such as

winner, mult_sent, prior_corr and sender_spam have a signi�cant e�ect

on determining the probability of an email being spam, and thus should

be used in a spam �lter.
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1 Introduction

Unwanted electronic messages, also known as spam, is electronic junk mail.
These kinds of emails are usually trying get the recipient to buy some product
or service1. An estimation shows that close to 80% of all the email tra�c is
spam [6]. A spam �lter is a software that keeps spam emails from entering
the in-box. Hence, it predicts if an email is considered spam or no-spam, and
decides if the email should be displayed in the in-box or be junked.2

1.1 Aim

The aim of this paper is to build a model that can predict for the outcome if an
email is spam or no-spam. The paper will try to give answers to the following
questions:

• How can we construct a spam �lter, given the data set?

• What factors alter the probability of an email being a spam-email?

• How does one create a model that can predict if an email is spam?

• What is the risk of the model making false predictions?

• What improvements can be made to the study?

If the model were to make false predictions it could result in the spam �lter let-
ting in spam-emails or junking non-spam-emails, which is not preferable. There-
fore we want to create the best possible model where inaccurate predictions are
scarce, if not non-existent.

1.2 Problem Description

The ordinary approach towards regression requires nearly normal residuals.
However, there are circumstances when this is impossible. An important case
is when the response is categorical with only two levels. Throughout this pa-
per the Logistic Regression Model is used. Logistic regression is an approach
for demonstrating the relationship between a binary dependent variable, and
several explanatory variables. With the dependent variable being binary, it can
only take on two values, which in this case is ”Spam”, or ”No Spam”. However,
the explanatory variables can be both numerical and categorical.
In this paper, an email data set is introduced, for which the goal will be to
build a spam �lter. The fundamentals of logistic regression are covered and
modelling the probability of an event. The data set is obtained from a regular
email in-box (my personal www.hotmail.com in-box) with the goal of discovering
characteristics of spam emails. The data set is created manually. Therefore it is
important to clarify the de�nition of spam that has been used when collecting
for data: spam emails are unsolicited and not personal. See section 3.2.4 on
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how to determine if an observation is marked as spam.
Logistic regression is used to come up with a model that tells what factors are
signi�cant for determining if an email is spam and predicts if an email in ques-
tion is in fact Spam or not-spam.

1.3 Disposition of the paper

Section 1 introduces the aim with this paper and describes the problem. Section
2 covers all the theoretical knowledge needed for this study. Later in the report
it will be described how data is processed. Thereafter, in section 4, we will
look more closely into which factors are signi�cant/insigni�cant, after which a
�nal model will be built. Lastly, section 5 and 6 will conclude with a discussion
regarding the �nal model and its prediction accuracy. What �aws there are
with the study are later mentioned and suggestions are made on how one could
make the study more accurate.
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2 Theory

This section will look into some of the theory that is necessary for the develop-
ment of the prediction models. The vast majority of the theory is cited Agresti
Categorical Data Analysis [1]. Additional references will be presented in section
References .

2.1 Logistic regression

Logistic regression is a statistical method used to demonstrate if a binary re-
sponse variable Y is dependent on one or more independent variables X =
(X1, · · · , Xn). It is a tool for for building a model in situations where there is a
two-level categorical response variable, in contrast to a numerical response vari-
able, where multiple linear regression would be more appropriate. Like multiple
regression, logistic regression is a type of GLM 3 with the di�erence being the
categorical response variable.
The outcome of a GLM is usually denoted by Yi, where i stands for observation
number i.

In this report, Yi will denote if an email is spam or not; (Yi = 1) for spam,
and (Yi = 0) for non-spam. The independent variables X will take on the fol-
lowing form; xij denotes the value for variable j for observation number i.The
outcome Yi takes on value (Yi = 1) with probability πi and (Yi = 0) with prob-
ability (1− πi).

The logistic regression model links the probability of an email being spam (πi)
to the prediction variables (x1i, · · · , xij) through a framework very similar to
that of multiple regression. Since the response is binary, we need to �nd a
suitable transformation in order to make the regression model work. A natural
transformation for πi is the logit transformation:

logit(πi) = ln(
πi

1− πi
) (1)

The logistic regression model is given by:

ln(
πi

1− πi
) = α+ β1xi1 + β2xi2 + · · ·+ βjxij (2)

Note that since the probability of an email being spam (πi) is a number between
zero and one, the log( πi

1−πi
) can take on any real number:

0 ≤ πi ≤ 1 =⇒ −∞ < ln(
πi

1− πi
) < +∞

The relation between P (Yi = 1) is obtained by solving 2 for πi. We get:

P (Y = 1|X = x) = πi =
exp(α+ β1xi1 + β2xi2 + · · ·+ βjxij)

1 + exp(α+ β1xi1 + β2xi2 + · · ·+ βjxij)
(3)
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=
exp(α+ βx)

1 + exp(α+ βx)

Equation 3 is the logisic regression model that will be utilized throughout this
paper.

We de�ne the odds as
Ω =

πi
1− πi

(4)

where the odds is the probability of the outcome spam divided with the prob-
ability of the outcome no spam. By taking the logarithm on both sides we
get equation 2. The logistic regression coe�cients correspond to the change
in the log odds, for each variable respectively. The exponentiated form of the
coe�cients correspond to the odds ratio.

2.2 Odds-ratio

Equation 4 tells us that if the probability of the outcome spam is between [0, 1],
the odds will be non-negative. We also see that if Ω > 1 the probability of spam
is greater than the probability of no-spam. An example is the odds ratio for
prior correspondence.
Let Ωpc denote the odds for an e-mail being spam for e-mails with prior corre-
spondence with the sender, and Ωnpc denote the odds for an e-mail being spam
for e-mails without prior correspondence with the sender. The odds ratio is
de�ned as:

θ =
Ωpc
Ωnpc

=
πpc/(1− πpc)
πnpc/(1− πnpc)

(5)

where π(n)pc is the probability for an e-mail being spam for e-mails with (with-
out) prior correspondence with the sender. θ > 1 implies that the probability
πpc is greater than πnpc. If θ = 1 the outcome does not depend on whether you
had prior correspondence with the sender or not.
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2.3 Purposeful selection

In order to develop a model that can be used for spam �ltering we need a clear
approach. When developing a model using Logistic regression, one can use Pur-
poseful selection [7]. It is a procedure that contains 7 steps:

Step 1: Purposeful selection begins with individual examination of the in-
dependent variables. Starting by performing simple logistic regression on every
factor to the outcome Y respectively. Here we are not so strict when deciding
what p− value is required for including a certain variable in the model. Limits
such as 0.25 are more likely to be used than the regular 0.05 limit. This is due
to the fact that we might exclude variables that later show to have impact in a
model together with other variables. Excluding these variables is undesirable.

Step 2: Now we include all the variables in a multivariate logistic regression
model. Include all the predictors with a p-value less than 0.25. Look at the
Wald Statistic of the predictor variables and exclude variables at a preferred
signi�cance level, such as 0.05. Now, compare the new smaller model with the
full model by performing a likelihood ratio test.

Step 3: Compare the estimated coe�cients in the smaller model with the
bigger model. We are particularly interested in the variables whose parameter
estimates di�er a lot. ∆β̂i = |(θ̂i − β̂i)/β̂i| > 0.2 is used as an indication that

the parameter estimates di�er to much. β̂i denotes the parameter estimate for
variable i in the full model and θ̂i is the corresponding parameter estimate in
the smaller model. If ∆β̂i > 0.2 the variable is removed.

Step 4: One by one, add the variables that were insigni�cant in step 1 to
the smaller model and check its level of signi�cance. This is an important step
to identify possible association terms. Variables that independently were not
signi�cant may still be jointly dependent with other variables of Y .

Step 5: Examine the included variables in the model. The levels of the cate-
gorical variables shall be reasonable (logical direction of the categories) and the
continuous variables should have a linear relationship with the logit.

Step 6: Now we must consider all the interactions between variables that
may be present. An interaction between variables means that the impact a
variable has on Y is not constant over di�erent levels of the other the other
variable. Even interactions between previously excluded variables are tested.
If an interaction term is to be added to the model, it must be motivated both
mathematically and realistically in order to be included. We add interaction
terms, one at a time, and check if it is statistically signi�cant or not, in terms
of a low p-value. The interaction terms that make the 0.05 limit gets added to
the model. Now we repeat step two, but consider the main e�ects as �xed. The
selected model after Step 6 is called the preliminary �nal model.
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Step 7: We must now test how well the �nal model can explain variation
in data. See section 2.4 below.

2.4 Model �t and diagnostics

The purpose of a statistical model is to describe variation in data while being
simple and understandable. We will preform a handful of test the di�erent
models to see how well they �t data. We will also test their prediction capacity
and make a comparison between models. This section will present the tests that
are used in this study.

2.4.1 Likelihood-ratio test

Consider a statistical model M0 with a certain set variables and interaction
terms included. Goodness of �t of M0 can be formalized as an hypothesis test
between M0 and a larger model M1:

H0 : M0 holds

H1 : M1 holds, but not M0.

We test this by using the deviance, which is obtained by taking the likelihood
ratio test between M0 and M1:

G2(M0) = −2(l0 − l1)

where l0 is the maximized log-likelihood function under the null hypothesis and
correspondingly l1 is the maximized log-likelihood function under the alternative
hypothesis.
The likelihood ratio statisticG2 is asymptotically χ2-distributed under the null4:

−2(l0 − l1)
H0≈ χ2

df

where df denotes the degrees of freedom, which is obtained by taking the dif-
ference between the number of parameters in M1 and M0.
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2.4.2 The Hosmer-Lemeshow test

Suppose we have n estimated probabilities of n di�erent events. We group them
in order of size so that the �rst column is the lowest estimated probability and
the n'th column is the largest estimated probability. The Hosmer-Lemeshow
test categorizes the estimated probabilities in e.g. g = 10 groups, where the
�rst group contains the lowest 10% of the estimated probabilities and the last
group contains the highest 10% of the estimated probabilities. The Pearson
chi-squared statistic is then used to compare between observed and estimated
values, which asymptotically results in a χ2-squared statistic, Ĉ, with (g − 2)
degrees of freedom.
If Ĉ is signi�cant then the model in question does not �t data very well. More
details regarding this test can be found in chapter 5.2.2 in Hosmer and Lemeshow
(2013).

2.4.3 AIC

One of the most common ways to compare between models is to use the Akaike
Information Criterion, AIC. It compares between models that are built from
the same data set. This means that it doesn't actually say anything about the
goodness of �t of a model as a whole, but makes a comparison to how well
the model describes the variation in data compared to the full model. AIC is
de�ned as:

AIC = 2p− 2ln(L) = −2(ln(L)− p)

where p is the number of parameters in the model and L is the maximized like-
lihood function for that same model. Given a number of models, the preferred
model is the one with lowest AIC. A model is likely to have a low AIC when it
has a high likelihood and few parameters.

2.4.4 ROC

A way of �nding out how well a model can make predictions is by creating a
receiver operating characteristic (ROC) curve. Let

ŷi =

{
1 if π̂(xi) > π0

0 otherwise

where ŷi is the predicted value of yi (the outcome) and π0 is a cuto� limit.
Agresti (page.228) makes the following de�nitions:

Sensitivity = P (ŷ = 1|y = 1) and Speci�city = P (ŷ = 0|y = 0).

A receiving operating curve, ROC, is a curve that plots Sensitivity against Speci-
�city for all possible values of π0 To be more precise, the ROC curve plots
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Sensitivity against 1-Speci�city. This creates a concave curve that connects the
points (0.0) and (1, 1) in the XY-plane. The area under the curve re�ects the
predictive ability the model in question has, where a larger area re�ects a better
predictive ability.
The area 0.5 is created when we calculate the area under a straight line that
goes from (0.0) to (1, 1). Obtaining the area 0.5 means predictions of the model
where no better than random guessing (Agresti page.229).

Hosmer and Lemeshow (2013 page.177) provide guidelines on how to interpret
di�erent areas under the ROC-curve (AUC ):

If =


0.5 < AUC < 0.7 Poor

0.7 < AUC < 0.8 Acceptable

0.8 < AUC < 0.9 Exellent

0.9 < AUC Outstanding.

One has to keep in mind the disadvantage with using the AUC as an index of
prediction capability is that it doesn't take into account the number of param-
eters in the model. We prefer a model with few parameters because it is easier
to interpret.

2.4.5 Generalized R-squared

There is a risk of using to many parameters in the model if we only use AUC
when measuring for predictive capacity. Therefore we need to introduce an
adjusted R2-measure. The R2-measure and AIC both take into account the
number of variables in a model, but they di�er in other aspects.
In linear regression, R2 explains how much of the variance can be explained by
the independent variables under linear conditions, whereas AIC is a trade of
between goodness of �t of the model and model complexity. The R2-measure is
adjusted so that it can go both go up and down when a variable is added, de-
pending on if it adds or doesn't add explanatory power to the model. Although,
AIC does not have to change when adding a variable to a model, it changes
with the predictors' composition.
The formula of the R2-measure is given by:

R2 = 1−
∑
i(yi − ŷi)2∑
i(yi − ȳi)2

where yi is the observed value, ŷi is estimated value and ȳi =
∑

i yi
n is the mean.

However, in logistic regression, this is not very useful since our outcome y is
binary. We need to introduce another adjusted R2-measure that uses the like-
lihood function. Mittböck and Schemper (1996) make the following de�nition:

R2
E = 1− l1

l0
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where l1 is the maximized log-likelihood for the model and l0 is the maximized
log-likelihood for the a model with only an intercept. The R2 available in the
statistical software of SAS6, can be de�ned by the following equation:

R2
sas = 1− exp(2(l0 − l1)/n)

where n is the sample size. This de�nition is analogous to that used by Mit-
tböck and Schemper.5 The de�ned R2

sas cannot attain a value of 1, which is a
disadvantage with the measure. For this reason Nagelkerke (1991) proposed the
following adjusted measure5:

R2
adj = R2

sas/(1− exp(2l0/n))

For more information on this measure, see Mittböck and Schemper (1996)[8].

2.4.6 Cross Validation

When evaluating a model we want to asses how well it predicts on subsets of
data. Cross Validation is an algorithm to estimate predictive errors. It is based
on leaving one observation out of the data set and building a model from the
remaining observations, then predicting on that observation and measuring the
prediction error.
The ROC curve is used to assess binary response models (logistic regression
models). It is done by �tting a model to the data set and using Cross validated
predicted probabilities to provide a ROC analysis. ”The cross validated predicted
probability for an observation simulates the process of �tting the model ignoring
the observation and then using the model �t to the remaining observations to
compute the predicted probability for the ignored observation” [11].

2.4.7 AIC or R-Squared?

When building logistic regression models, it is possible that the measures R2

and AIC speak for di�erent models. For example, R2 could be lower for one
model, that is better according to AIC, than for another bigger model. The
question is if the model with low R2 and low AIC should be picked, or if the
model with higher R2 values and higher AIC should be picked?
It depends if the goal with the model selection is model parsimony or predictive
power of the model. If model parsimony is preferred, then use the model with
low AIC. If predictive power is more important, then use the model with higher
R2.
So which model do we pick? Usually the answer is the same regardless of looking
at AIC or R2, but in some cases when comparing models with very similar R2

values the answer can be di�erent.
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3 Processing Data

The data set that will be used in this study contains 353 observations of emails
that were collected from my personal in-box. The goal is to build a spam �lter
with this data set by using logistic regression. The data set is obtained manually
and extends from 05/10-2015 to 20/02-2016.

3.1 Description of data

In the data set there are two types of variables; categorical and numerical. A
numerical variable can take on any value in its de�ned range, while a categor-
ical variable can only take on the di�erent categories. A binary variable is a
categorical variable with only two outcomes. It represents occurrences of an
event happening. The binary variables are encoded to take on values Xi = 1 if
the event occurred, and Xi = 0 otherwise. An example would be the outcome
variable Y , if an email is spam or not, then Y takes on the value Yi = 1, and if
it is non-spam, it takes on Yi = 0.
The goal is to create a useful model that discerns spam emails from regular
emails using the characteristics of the email; the predictor variables.

3.2 Predictor variables

Variable Notation Description Type

Outcome Y Tells if the email is spam/no-spam.
Binary
Y = j, j = 0, 1

dollar X1 Indicates if the email contains the word ”dollar”.
Binary
X1 = j, j = 0, 1

winner X2 Indicates if the email contains the word ”winner$".
Binary
X2 = j, j = 0, 1

password X3 Indicates if the email contains the word ”password”.
Binary
X3 = j, j = 0, 1

inherit X4 Indicates if the email contains the word ”inherit”.
Binary
X4 = j, j = 0, 1

re_subject X5 Indicates if ”RE” was included in the start of the email (SV in Swedish).
Binary
X5 = j, j = 0, 1

attach X6 If there was an attachment, such as an image or a document.
Binary
X6 = j, j = 0, 1

multiple_sent X7 If the email was listed to more than one person.
Binary
X7 = j, j = 0, 1

cc X8 Indicates if someone was CCed on the email.
Binary
X8 = j, j = 0, 1

prior_corr X9 Indicates if there has been two way prior correspondence with the sender.
Binary
X9 = j, j = 0, 1

sender_spam X10 Indicates if the sender previously has sent spam.
Binary
X10 = j, j = 0, 1

format X11 Indicats if the email contain any special formatting, such as bolding, tables.
Binary
X11 = j, j = 0, 1

exclamation X12 Numerical variable of how many exclamation marks were used.
Numerical
X12

Table 1: Table with brief descriptions of the variables given in the data set.
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3.2.1 Reasoning behind obtaining data

The table on the previous page makes brief de�nitions of the explanatory vari-
ables as well as the response variable. Inspiration for the selection of variables
was found in [4].
When collecting for observations, we use the de�nition presented in the follow-
ing subsection for deciding if an email is spam. Also, since most of the emails in
the data set are in Swedish, we allow for all possible translations of the variables
X1 · · ·X4. For example, if an email contains the word ”kr”, or ”SEK”, then the
variable X1 is marked as X1 = 1 for that observation. The same reasoning is
used for all the variables in the data set.

3.2.2 Explanation of variables

Since data is collected manually it is important to give clear de�nitions of each
variable. The following subsection will explain each variable in depth:

Outcome; Tells if the email in question of in fact spam or no-spam. What can
be de�ned as spam? The de�nition we go with in this report is the same one as
mentioned in the introduction; spam, is electronic junk mail. Spam emails are
most commonly trying get the recipient to buy some product or service, see [10]
in list of references. See section 3.2.4 on how to determine if an email is spam.

dollar ; Indicates if the email contains the word ”dollar”. The same reason-
ing goes for any possible translation of dollar to another currency. Since most
of the emails in the data set are in Swedish, words like ”SEK” or ”kr” will be
more encountered more often. If the email contains for example ”SEK”, then
the variable X1 is marked as X1 = 1 for that observation.

winner ; Indicates if the email contains the word ”winner”. Any possible trans-
lation of the word winner will also mark the variable as X2 = 1. Sometimes
spam emails are trying to lure recipients into thinking they won something, with
the underlying incentive of making money. Therefore we wish to test if an email
containing the word winner alters the probability of Y .

password ; Indicates if the email contains the phrase ”password”. The same
reasoning applies to this variable: possible translations of password will also
mark the variable as X3 = 1. Spam sometimes tries to get recipients passwords,
which is the reason why we wish to test this variable.

inherit ; Indicates if the email contains the word ”inherit” or ”inheritance”.
A common spam email fraud is a false promise of inheritance. The email may
say that a long-lost relative of the recipient has died and they are the only heir.
We want to test if the word inherit can be linked to spam. As we will see in
later when presenting di�erent models, observations with X4 = 1 are scarce and
we therefore we can't make accurate assumptions regarding this variable.
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re_subject ; Indicates if ”RE” was included in the start of the email. ”RE”
is for replies. If you reply to an email, ”RE” will be inserted in from of the
original message. So if an observation is marked with X5 = 1 the email is a
response from someone and it is unlikely to be spam.

attach; Indicates if there is something attached to the email. It can be �les
such as images or document. We want to test if emails attached with �les are
more or less likely to be spam emails.

multiple_sent ; Indicates of the email was sent to more than one person. Spam
emails are usually sent multiply to many people, but non-spam can also be sent
to multiple people. We want to test if this has an e�ect on the probability of
an email being spam.

cc; If someone is CCed in the email, the variable X7 is marked as X7 = 1
for that observation. Presumably, if someone is CCed in the email it in not
likely to be a spam email.

prior_corr ; Indicates if there has been two way prior correspondence with the
sender. For instance, if you sent an email to Carl@example.com and Carl replied,
then the variable takes on the value X9 = 1. Most likely, if you have had prior
correspondence with someone they will not sent you a spam email. Although,
sometimes people's email accounts are hacked and used to send spam emails
to the contacts. A spam of that kind could be that the email contains a story
about the sender being robbed on vacation and he is asking you to wire money.
Therefore we wish to test if prior correspondence alters the probability of Y .

sender_spam; Indicates if the sender previously sent spam emails. Most spam
that settle in an inbox is spam from senders that already sent you spam. Elec-
tronic �yers with advertisements for example. It is likely that if the sender
already sent you spam then the email in question is also spam.

format ; Indicates of the email has any special formatting. It could be any-
thing such as bold text, tables, images etc. If the email only contains ”normal”
texting then the variable X11 is marked with X11 = 0.

exclamation; States how many exclamation marks there are in the email. This
is the only numerical variable. We wish to test if more exclamation marks
increases the probability of an email being spam. Sometimes advertisements
contain many exclamation marks to make the add sell more.
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3.2.3 Variables with few observations

In some of the predictors there are very few observations for one of the levels.
This causes a problem with too big standard errors. The variable inherit has to
few observations in the category X3 = 1. Hence, accurate estimations cannot
be made with this variable and it is therefore excluded from the models.

3.2.4 Determining if an email is Spam

When collecting for data, we need to have a clear de�nition of which emails
should be encoded with spam. The main de�nition of spam used in this paper
is emails that are unsolicited. However, if for example a long-lost relative sends
you an email it is not considered spam, even though it is unsolicited. Spam is
generally in the form of email advertisement.
For the data set used in this paper, an observation is marked as spam if the
email in question is unsolicited, with the exceptions such as the one mentioned
above. When sticking to this de�nition, deciding for if an observation is spam
is self-evident.
An example of what is perhaps the most common spam email is electronic �yers.
They are unsolicited and not personal. Therefore they are considered as spam
in this paper. It is important to emphasize that determining for if an email is
spam is not done by the predictor variables.

3.2.5 Summary of data

A brief summary of the data set is given in table 2 below.

Table 2: Summary of the observations in the data set

Data Set Name WORK.IMPORT
Observations 353
Variables 14

Outcome=Spam
Y Frequency Percent
0 154 43.63
1 199 56.37

For more tables, see Appendix A.
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4 Modelling the Probability

We begin by looking at the 12 variables presented in table 1. The aim is to build
a model that can predict the probability of an email being spam. The selected
model should be able to predict data well, while still being simple and easy to
interpret. We will use a few di�erent methods to obtain a handful of models,
which we will compare and analyse. When using purposeful selection, presented
in chapter 2.3, we get the model presented in the following section.

4.1 First model

Note that sometimes we use limits such as 0.1 instead of 0.05 when doing pur-
poseful selection.

Step 1 : In the �rst step we examine each of the independent variables indi-
vidually. Since the data set is quite large, most of the variables were shown to
be signi�cant on the 0.25 level. The only two factors with a p− value over 0.25
are re_sub and inherit.

Step 2 : We now include all the variables with a p-value of less than 0.25 in
a multivariate logistic regression model. The result is presented in table 3. We
call this ”large” model M0.

Table 3: Result of the multivariate logistic regression model with the

10 remaining variables from Step 1. Denote this model with M0

Parameter estimate std. error p-value
intercept -5.3914 1.4477 0.0002
dollar 1.8593 1.3330 0.1631
winner 5.6806 2.9548 0.0545
password 0.9230 1.2683 0.4668
re_sub -10.2969 270.3 0.9696
attach 1.1980 1.7859 0.5023
mult_sent 5.2588 1.3256 < 0001
cc 3.1767 2.2839 0.1643
prior_corr -6.8900 1.8573 0.0002
sender_spam 5.3473 1.3256 < 0001
format 0.9292 0.9567 0.3314
exclamation -0.2721 0.2162 0.2851

We look at the signi�cance level of each predictor variable ofM0 and exclude
all the variables on a 0.1 signi�cance level. The parameters that make the 0.1
mark will create a new model. As presented in table 4, the new smaller model
only contains 4 variables.
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Table 4: Result of the multivariate logistic regression model after ex-

cluding variables in Step 2. Denote this model with M1

Parameter estimate std. error p-value
intercept -4.3722 1.1811 0.0002
winner 5.3234 2.9167 0.0680
mult_sent 5.2701 1.2132 < 0001
prior_corr -5.5903 1.1678 0.0002
sender_spam 5.4588 1.2014 < 0001

We compare M0 and M1 by performing a likelihood ratio test:

G2(M1) = 2(l0 − l1) = 2(441, 6− 435, 3) = 12.6 > χ2
0.05(df = 4) = 9.49

This indicates that we can reject the hypothesis of ” M1 holds”.

Step 3 : We now compare the parameter estimates of M0 and M1. By looking
at the tables we can see that the variable that di�ers the most is prior_corr.

We test its ∆β̂i = |(θ̂i − β̂i)/β̂i| = (−5.5903+6.89)
6.89 = 0.1886 > 0.2 and draw the

conclusion that it does not di�er too much. Since prior_corr is the variable
that di�ered the most of the 4 variables in M1, and it did not di�er too much,
one can draw the conclusion that no estimate di�ers too much.

Step 4 : We now revisit the variables that were excluded from M0 in step 1
and plug them into M1 one at a time. No large deviations were found when
adding the variables re_sub and inherit to M1. The parameter estimates stay
roughly the same.

Step 5 : Firstly, we note that M1 only contains binary variables. We see that
the factors winner, mult_sent and sender_spam all have positive parameter
estimates. In logistic regression, a positive coe�cient corresponds to a positive
association between the response variable and the predictor variables. The es-
timated coe�cient of winner is 5.3234. Suppose we use M1 as the software for
a spam �lter and an incoming email contains the word ”winner”, the positive
coe�cient indicates that the incoming email has an increased probability of it
being spam, which seems reasonable.
Similar interpretation goes for mult_sent and sender_spam. It is to expect that
if the email was sent to more people than you it increases the probability of it
being spam. Also, if the sender previously sent spam, it is not unreasonable
that a new email from that same sender is also likely to be spam.
The factor prior_corr is the only variable with a negative coe�cient. It means
that if you receive an email from someone, with whom you have had previous
two way email correspondence with, then it lowers the probability of the email
being spam.

Step 6 : We now consider all possible interaction terms between variables in
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M1 and M0. We add them to the model one by one and test their signi�cance.
As three-way (or higher) interactions are generally hard to motivate in realistic
terms, we stick to two-way interactions only.
We �nd that, out of the

(
10
2

)
= 45 possible two-way interaction terms, the

only two interactions that are fairly signi�cant are dollar*password and dol-
lar*format, with p-values 0.1212 and 0.6998 respectively. Since dollar*format
is the only one with p − value 0.1 we repeat step 2 by �tting it in the model.
We have now created a model with one interaction term, presented in table 5,
where all factors are signi�cant on the 0.1 level6.

Table 5: Model M1 after adding the interaction term dollar*format
Step 2. Denote this model with M11

Parameter estimate std. error p-value
intercept -4.2914 1.1386 0.0002
winner 5.1466 3.0088 0.0872
mult_sent 4.7618 1.1862 < 0001
prior_corr -5.5648 1.2436 0.0002
sender_spam 4.8708 1.2192 < 0001
dollar*format 1.4485 0.8953 0.1017

In order for an interaction term to be included in a model, it must be moti-
vated both mathematically and realistically. As we see in table 5, dollar*format
is signi�cant on the 0.1 level5. Also, even if dollar and format are insigni�cant
independently, we can still consider their interaction to be signi�cant. If an
email contains special formatting such as boldings, images etc, and that same
email contains the word dollar (or SEK, kr, $) , then chances are that email is
an electronic �yer. In this report, electronic �yers are considered spam, with
the motivation that they are trying to get the recipient to buy a product or
service.
So even if an email contains the word dollar, or has special formating, it does
not alter the probability of the email being spam. Their joint e�ect however,
an email that both has special formatting and contains the word dollar, seem
to have some e�ect on the probability of the email being spam.

Step 7 : After the 6 previous steps we arrive at the model M11 as the pre-
liminary �nal model. Before testing how wellM11 can explain variation in data,
we consider other models.
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4.2 Alternative ways of model selection

We want to build a suitable model for data given the explanatory variables in
table 1. The method used in the following section is ”stepwise selection” in
SAS7. The di�erent methods are explained below:

Backward selection: We begin with a logistic regression model containing
all the explanatory variables. Then make a hypothesis test to see which vari-
ables are signi�cant on the 10% level. The variables that are least signi�cant
are removed from the model, this procedure is repeated until all the variables
in the model are signi�cant on the 10% level.

Forward selection: Here we start in the other end, meaning we begin with a
model that only contains the intercept. Variables are added to the model, one
at a time, and tested on the 10% level. The variables that are signi�cant stay
in the model and the other variables are not added to the model. Repeat this
procedure until no more signi�cant variables can be added.

Stepwise selection: is a mix of the two previous selections methods. We
can for example choose to begin with a model that only contains the intercept.
Then you add the most signi�cant variables to the model. Thereafter we remove
the variables that do not make the 10% cut o�. These two steps are repeated
until no more variables can be added or removed from the model.

For the model selection above, the statistical software SAS was used for the
calculations. We used all the explanatory variables individually as well as two
way interaction terms between all of them. The reason for not using higher
order interactions is because they are hard to interpret. We found that Step-
wise selection and Forward selection gave the same �nal model, while Backward
selection gave a slightly di�erent model.

Type of selection, �nal model and maximum likelihood estimates for the
variables are presented below.

4.2.1 Backward selection

When performing backward selection we use the command PROC logistic in
SAS and choose slstay = 0.10. This tells SAS to only keep variables signi�cant
on the 10%-level. The model that SAS gave is presented in table 6 below.
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Table 6: Final model from Backward selection. Denote this model with
MBWD

Parameter estimate std. error p-value
intercept -4.3722 1.1811 0.0002
winner 5.3234 2.9167 0.0680
mult_sent 5.2701 1.2132 < 0.001
prior_corr -5.5903 1.1678 < 0.001
sender_spam 5.4588 1.2014 < 0.001

4.2.2 Forward and Stepwise selection

As mentioned above, Forward selection and Stepwise selection both obtained
the same �nal model. In SAS, the command PROC logistic was used with
slstay = 0.10 and slentry = 0.10. SAS will only keep variables that makes the
10%-signi�cance level and will only exclude variables over the 10%-level. The
�nal model is presented in table 7 below.

Table 7: Final model from Forward selection and Stepwise selection.
Denote this model with MFWD

Parameter estimate std. error p-value
intercept -4.9761 1.2237 0.0002
winner 5.1976 2.8353 0.0668
mult_sent 5.0466 1.1752 < 0.001
prior_corr -5.3507 1.2429 < 0.001
sender_spam 5.1821 1.1951 < 0.001
format 1.2952 0.7900 0.1011

4.3 Low number of parameters

The goals of model selection is to build a simple and interpretable model that
can make accurate predictions. A model with few parameters is simple and easy
to interpret. Since the previous model selection methods has provided models
that have 4 or more parameters we want to �nd an alternative to the previous
models, but with less parameters. In SAS, the command SELECTION=SCORE
uses an algorithm to �nd models with the highest likelihood score (chi-square)
statistic for a desired model size. When using this command, while setting the
model size to 3 parameters, we get the following model:
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Table 8: Model with highest chi-squared statistic containing 3 param-

eters. Denote this model with Msmall

Parameter estimate std. error p-value
intercept -2.6673 0.7063 0.0002
prior_corr -5.3473 0.9209 < 0.001
mult_sent 4.3626 0.8174 < 0.001
sender_spam*format 5.8168 0.9192 < 0.001

4.4 Comparing between models

We now have 4 preliminary �nal models. The model that was obtained by per-
forming purposeful selection, the two models that were developed in SAS by
using Forward and Backward selection, and simple model with only 3 parame-
ters. We will now determine how well the di�erent models perform when testing
for ability to describe data and for predictive capacity.

Hosmer Lemeshow test is performed on all models by following the procedure
described in section 2.4.2.

As presented in the table below, three out of the four tested models were signif-
icant. We want a simple model with a high p-value for the Hosmer Lemeshow

Table 9: Hosmer Lemeshow test results for all models.

Hosmer Lemeshow M11 MBWD MFWD Msmall

χ2-value 8.1948 15.4521 20.5677 13.1570
p-value 0.2242 0.0170 0.0022 0.0105

statistic. The model M11 seems to perform better than the other models when
looking at the p-values presented in table 9.

A Reciever operating curve is �tted to the models and the area under the curve
(AUC) is calculated. The results are presented in �gure 2 and �gure 3 in ap-
pendix A. Notably, the models di�er very little, and it is only in the third
decimal place. Moreover, all the models have a AUC > 0.9, which is the limit
for Outstanding according to Hosmer and Lemeshow, see section 2.4.4.
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Generalized R2 is calculated for each model individually. When looking at

Table 10: The R2-measured for all models.

Type of R2 M11 MBWD MFWD Msmall

R2
sas 0.7110 0.7086 0.7108 0.6934

R2
adj 0.9532 0.9500 0.9530 0.9296

table 10 it appears that model M11 seems to perform slightly better than the
other models. Note that since the adjustment between R2

sas and R
2
adj is inde-

pendent of the model selection, comparisons based on R2
sas and R

2
adj will surely

give the same result.

In table 11 below, the results are summarized together with the AIC value
of each model. It shows that model M11, which was obtained through pur-
poseful selection, performs slightly better than the other models in all tests.
However, this is not unexpected since it has the most complex structure of the
models, with 5 parameters, of which one is a two-way interaction term.

Table 11: Summary of model diagnostics

M11 MBWD MFWD Msmall

R2
sas 0.7110 0.7086 0.7108 0.6934

R2
adj 0.9532 0.9500 0.9530 0.9296

AUC 0.9969 0.9954 0.9966 0.9908
AIC 57.476 58.344 57.640 74.284
Hosmer Lemeshow
p-value

0.2242 0.0170 0.0022 0.0105

Since model M11 doesn't perform drastically better than the other three
models, the question becomes whether the complexity outweighs the simplicity
in one of the simpler models. All tests give similar results for all models, which
speaks for selecting a simpler model. Although, the structure in model M11 is
not very di�erent from the other models. It has the same amount of parameters
asMFWD, and even modelMsmall, which is supposed to be the simplest model,
contains a two-way interaction term.

Considering we are building a model for spam �ltering, we want to eliminate
the possibility of the model letting in spam or junking non-spam. Also, since
all the models have relatively similar structure, we decide to go with the model
that performed best in all the diagnostics-tests: M11. Moreover, M11 was the
only model that wasn't signi�cant in the Hosmer Lemeshow test, which is an
additional reason for choosing it as our �nal model.
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4.4.1 Selected model

Now that we have selected model M11 as our �nal model we calculate the odds
ratio for the variables in table 5. See section 2.2 on how to calculate odds ratios.
The results can be found in appendix A, �gure 1. When looking at the table of
the odds ratios estimates, we can see that the odds ratio increases by 17083.9%
if the email contains the word winner compared to if it doesn't. We also see that
if the email has been sent to more people it increases the odds ratio by 11595.5%
compared to if the email was only sent to one person. Moreover, the odds ratio
also increases by 129.419% if the sender previously sent spam, compared to if
the sender never sent spam.

The most in�uential variable in model M11 is prior_corr. From �gure 1 we
can draw the conclusion that if you have had two-way correspondence with the
sender, then the odds of the email being spam is decreased by 99.6% compared
to if you haven't had two-way correspondence with the sender.
All the point estimates for the odds ratios in model M11 are very signi�cant
in some direction (depending on which variable). This is because M11 only
contains strong and in�uential variables. Consider for example prior_corr :
realistically it is highly unlikely that a person with whom you have had email
correspondence with would sent you a spam email. This may occur only if
for example the senders email was hacked, or if the sender is a company that
you have had correspondence with that uses the same email address to sent
electronic �yers, etc. Table 12 is a contingency table for spam and the variable
prior_corr. When looking at the 139 emails where there was correspondence
with the sender, only 13 were spam.

Table 12: Table of Spam frequencies by prior_corr

Prior correspondence
no yes Total

Spam 186 13 199
not spam 28 126 154
Total 214 139 353

Going back and looking at those observations in the data set, 12 were shown
to be electronic �yers from a company and one was a spam email from a hacked
address. This suggests that the variable prior_corr is very e�ective at distin-
guishing if an email is spam or not. This variable alone would make accurate
predictions about emails in a spam �lter.

The results after performing Cross Validation on model M11 are presented in
�gure 4 in appendix A. Note that the estimated cross validated area is smaller
than the area under from the original ROC curve. As presented in the table, the
AUC drops from 0.9969 to 0.9938 when cross validation is used. The small drop
indicated that the model M11 predicts data well when using cross validation.
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5 Conclusion

The purpose of this paper was to build a model that can be used as a spam �lter.
After analysing data, a �nal model was obtained through purposeful selection.
Based on the results of the previous section we see that all the tested models
have a good predictive capacity. Most values in table 11 suggest that all the
models seem to �t data well. Considering the ROC plots, that showed that all
models have an outstanding predictive ability, we cannot reject the possibility to
use one of the models for prediction purposes in a spam �lter. Also interesting
is how little the models di�er, considering they have di�erent structures. The
chosen model M11, which is considered to have a more complex structure than
the other models, wins by very little compared to smaller models. We still
chose M11 as our �nal model because the simplicity of a smaller model does
not outweigh the fact that M11 is the only model that is not signi�cant in the
Hosmer Lemeshow test.
Having chosen model M11 as our �nal model for a spam �lter we can make
some conclusion on what alters the probability of an email being spam. We see
that in order maximise the probability of an email being spam it should contain
the word winner, it should be sent to more people and the sender should have
previously sent you spam. Also, if the email has special formatting and has
contains the word dollar, it also increases the probability. For an email not to
be spam we need to look at if there has been prior two-way correspondence
with the sender. If so, then the probability of the email being spam is decreased
drastically.

6 Discussion

All models are simpli�cations of reality, to put in words of George E.P Box [3],
essentially, all models are wrong, but some are useful. There is always a risk
that a model is too much simpli�ed and makes false predictions.
Seemingly, all models that were built in section 4 show good ability to predict
data. Out of the four models M11 performs best and is therefore chosen as the
�nal model. The diagnostic tests suggest thatM11 �ts data very well. Although,
it is not �awless and could make false predictions.
If a model makes false predictions in a spam �lter two things can go wrong: it
can let in spam into the in-box, or it can junk regular emails. The latter error is
clearly worse than the �rst error. If the �lter would let i a spam email from time
to time it would not be a big disaster. On the other hand, a spam �lter that
junks an important email is not desirable. For example, if an email is estimated
to be spam with a 75% probability by the �lter, then it is probably wiser to
let that email into the mail box than to junk it. This makes sure that if that
email was in fact not spam, then it ends up in the in-box. Even though it was
more likely to be spam we still choose to take the risk because the consequence
of letting in a spam email is not huge, while junking a normal email could lead
to serious consequences for the user. Therefore it is recommended to only have
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the �lter junk emails that are estimated to be spam with a 95% probability or
higher. This strategy makes sure as good as all regular emails end up in the
in-box, with the downside of letting in a few spam emails once in a while.

Another aspect to consider is that M11 is built from data that is collected
from my personal in-box, and may therefore not work for everyone. A spam
�lter should in theory work for any email address, regardless of who the user is.
When building a spam �lter for an email service that manages many accounts,
more time should be spent on adding additional variables. One could also
use transformations to help include skewed variables into the logistic regression
model.
An example is an indicator variable that �ags an email which contains a link
that has been included in previous spam emails. The variable is marked as 1 if
such a link is found and makes as 0 if not.
In order to utilize this predictor variable, a data base that holds links found
in spam emails would be needed. In this report, access to such information is
limited. Therefore we could not implement this variable when building a model.

In addition to adding better predictive variables, building a separate logistic
regression model for each mail account would build an improved spam �lter.
The model would be customized for the emails in each persons in-box, respec-
tively.

For what seemed to be an extremely challenging task of classifying spam
emails, we have made very good progress in the �eld. Simple email character-
istics, such as inclusion of the word dollar, the formatting, and other variables,
provide useful information for spam classi�cation. Many improvements can be
made, from including more variables and having a better data set to performing
the necessary programming to make a logistic model into a �lter. Completing
such tasks is conceivable, and by doing so, one could build an exceptional spam
�lter.
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Notes

1A bulk email, is a formal term for spam. The most common type of UBE
is unsolicited commercial email (UCE): bulk email that is trying to get the
recipient to buy some product or service. [10]

2Additional references on spam �ltering are [2] and [12]

3GLM-generalized linear model

4See Agresti 2002 page 79

5see page 2 of [5], found in list of references.

6Note that the p-value of dollar*format is 0.1017, which is just above 0.1.
We still choose to keep it in the model.

7SAS is the statistical software that is used throughout the this report, [9]

28



A SAS Printouts

Figure 1: Table showing parameter estimates and odds ratio estimates

of model M11.
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Figure 2: Graph of ROC curves for models M11 and MBWD.
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Figure 3: Graph of ROC curves for models MFWD and Msmall.
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Figure 4: Graph of ROC curves for testing Cross validation on model

M11.
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B Tables

This sections contains a number of tables presenting the data set.

Table 13: Table of Spam frequencies by winner

Winner
no yes Total

not spam 147 7 154
spam 58 141 199
Total 205 148 353

Table 14: Table of Spam frequencies by dollar

Dollar
no yes Total

not spam 143 11 154
spam 72 127 199
Total 215 138 353

Table 15: Table of Spam frequencies by attach

attach
no yes Total

not spam 101 53 154
spam 197 2 199
Total 298 55 353
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Table 16: Table of Spam frequencies by sender_spam

sender_spam
no yes Total

not spam 130 24 154
spam 21 178 199
Total 151 202 353

Table 17: Table of Spam frequencies by password

password
no yes Total

not spam 130 24 154
spam 156 43 199
Total 286 67 353

Table 18: Table of Spam frequencies by inherit

inherit
no yes Total

not spam 154 0 154
spam 198 1 199
Total 352 1 353

Table 19: Table of Spam frequencies by cc

cc
no yes Total

not spam 112 42 154
spam 199 0 199
Total 311 42 353

Table 20: Table of Spam frequencies by format

format
no yes Total

not spam 120 34 154
spam 15 184 199
Total 135 218 353

Table 21: Table of Spam frequencies by mult_sent

mult_sent
no yes Total

not spam 113 41 154
spam 25 174 199
Total 138 215 353
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