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Abstract

No machine learning algorithm is perfect, but some are superior

at providing accurate predictions and forecasts. In this report, we

compare the ability of random forests and LS Boost to produce one-

step forecasts. The study regards mainly the object of finding which

algorithm is able to attain the smallest forecast error for unseen data.

Different situations are considered to diversify the work and accom-

plish a fair comparison. Data is obtained from simulations, where

three established financial time series models serve as frameworks. In

order to understand and apply the algorithms correctly we introduce

the theory of regression trees, bagging and boosting. The specific algo-

rithm for random forests and LS Boost respectively is also presented,

along with some general knowledge about the three time series mod-

els. We find that LS Boost achieves lower forecast error in terms of

both mean squared error and mean absolute error for all simulations.

This is the case regardless of whether the parameters of the algorithms

are tuned. Random forests is close in performance though and does

actually approach the performance of LS Boost as the simulated data

becomes more sparse.
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