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Abstract

k-means is a simple and flexible clustering algorithm that has re-
mained in common use for 50+ years. In this thesis, we discuss the
algorithm in general, its advantages, weaknesses and how its ability to
locate clusters can be enhanced with a suitable initialization method.
We formulate appropriate requirements for the (batched) UnifRan-
dom, k-means++ and Kaufman initialization methods and compare
their performance on real and generated data through simulations.
We find that all three methods (followed by the k-means procedure)
are able to accurately locate at least up to nine well-separated clus-
ters, but the appropriately batched UnifRandom and the Kaufman
methods are both significantly more computationally expensive than
the k-means++ method already for K = 5 clusters in a dataset of
N = 1000 points.
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