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Abstract

This thesis explores the navigability of random graphs, in particu-
lar how an algorithm using only local information performs in configu-
ration model random graphs with either power-law or constant degree
distributions. The navigability of these graphs is measured by the
average number of steps the algorithm takes and its failure rate. We
find that the navigability of a graph seem to depend on average degree
but also on how these degrees are distributed. The average number of
steps the algorithm takes seems inversely proportional to the average
degree.
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Abstract
This thesis explores the navigability of random graphs, in particular how
an algorithm using only local information performs in configuration model
random graphs with either power-law or constant degree distributions. The
navigability of these graphs is measured by the average number of steps
the algorithm takes and its failure rate. We find that the navigability of a
graph seem to depend on average degree but also on how these degrees are
distributed. The average number of steps the algorithm takes seems inversely
proportional to the average degree.
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1 Introduction
In the late 1960s Stanley Milgram performed his famous experiment where
participants were instructed to get a package to a final recipient by sending
it a someone they knew on a first name basis who they thought had a better
chance of getting the package to its destination [5]. He found that of the
packages who made it the average number of steps was around six. This
inspired the idea of six degrees of separation. Later Jon Kleinberg said that
the takeaway from Milgram’s experiment should not only by the short length
of the paths the packages took but also the fact that they even made it [3].
Not only were the paths short but they were also easy to find. A network is
said to be navigable if it has these two properties: short average path length
and these paths being efficiently found by some algorithm using only local
information. Here navigability will mean that a specific algorithm using only
local information can find short paths between two vertices. The algorithm
used in this thesis is one where two people (or two vertices on a graph) try
and find a path to each other by going to their most popular friend, hoping
they will have a better chance of finding a path and so on until either a path
is found or some exit condition is met. This thesis explores the navigability
of random graphs by simulating this algorithm and counting the number of
steps it takes.

This thesis will attempt to answer the following questions: How well does a
certain algorithm perform in some random graphs and what factors affect its
performance?

2 Random graphs
A graph is a pair G = (V,E) where V is a set of vertices and E is a set of
paired vertices called edges. The degree of a vertex v is the number of edges
v is a part of, denoted as deg(v). Graphs can represent things like people
connected by friendships or geographical locations connected by roads. Two
vertices are connected if there exists a path, which is a sequence of edges,
between them. A graph is connected if all its vertices are connected, or in
other words the graph consists of one component where any vertex can be
reached from any other by traveling along the edges. A graph can be used
to model many things including social networks, road networks, the internet
and much more. In the case of a social network the vertices could represent
people and the edges friendships between them or for a road network vertices
could represent intersections and edges roads.
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V ertex V ertex
Edge

Figure 1: Example of a graph.

Graphs can be constructed in many different ways. A graph representing
a road network can be created using actual road data but a graph can also be
constructed using random processes. That’s called a random graph. There
are many different ways of generating random graphs and two of them will
be covered here.

2.1 Erdös-Renyi model
The Erdös-Renyi model is a model for generating random graphs. A graph
G(N, p) is generated by first creating N vertices after which each possible
edge is included with probability p, independent of all other edges.

(a) p=0.02 (b) p=0.1 (c) p=0.5

Figure 2: Erdös-Renyi model graphs with different edge probabilities, made
with Python and the networkx library.

The degree of a vertex v is the number of edges where v is one of the
vertices. The probability for a vertex having a certain degree is given by a
binomial distribution [4], specifically

P (deg(v) = k) =

(
N − 1

k

)
pk(1− p)N−1−k.

This makes the Erdös-Renyi model inflexible since its degree distribution
cannot be any distribution but has to be a binomial distribution. This is
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where the configuration model becomes interesting since it allows you to
choose any degree distribution.

2.2 Configuration model
The configuration model is another model for generating random graphs, but
unlike the Erdös-Renyi model we start with a set of vertices {1, 2, 3, ..., N}
and a degree sequence d = (d1, d2, ..., dN). From this we can create stumps,
which are edges not yet connected to their second vertex, corresponding to
the degree of each vertex. Edges are then created by choosing two stumps
uniformly at random and combining them to form an edge. This is done
until there are no more stumps left.

1

23

1

23

1

23

Figure 3: Generating a configuration model graph. Stubs are connected in
pairs until none are left. In this case the graph is connected since all vertices
can reach all other vertices.

What makes the configuration model unique is that the degree sequence
can be sampled from any distribution, as long as the total degree is a multiple
of 2. This condition is used to guarantee that all stumps become part of an
edge. One drawback with this model is that it doesn’t have to produce a
simple graph, which is a graph without self-loops and multiple edges (more
than one edge connecting two vertices).

1

23

1

23

1

23

Figure 4: Generating a configuration model graph. Here 1 and 3 are paired
which means 2 is left with a self-loop, creating a multigraph that is not
connected.
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Instead it creates a multigraph which allows for self-loops and multiple
edges. These are less important for the simulations than that the graphs
are connected since self-loops and multiple edges can simply be removed.
This will mean that the graphs used in the simulation will not have their
intended degree sequence exactly. The configuration model also does not
have to produce graphs that are connected. This is of more concern since
the algorithm that is used in the simulations makes no sense if a path between
the starting vertices does not exist. A minimum degree of 2 and a maximum
degree greater than 2 is therefore used to ensure that the graphs have a
high probability of being connected [2]. Some more notation that will be
useful later is the average degree 〈k〉 and the total degree L =

∑N
n=1 dn =

〈k〉N . Since the configuration model can take on any degree distribution its
properties very much depend on the degree distribution chosen.

3 Power-law distributions
Many real world networks follow a power-law distribution. One famous ex-
ample is Zipf’s law [6] which says that the frequency of a word is inversely
proportional to its rank if ordered by frequency. Zipf’s law has been observed
in books in many languages. A power-law degree distribution means that

P (deg(v) = k) ∝ k−γ, k = 2, 3, 4, ...

This distribution has unbounded support but for a degree distribution it is
practical to restrict the support to [2, 3, 4, ..., N − 1] where N is the number
of vertices. The lower limit because it will produce connected graphs with
high probability [2] and the upper limit because if a vertex has higher degree
than other vertices in the graph it must have multiple edges, which together
with self-loops will be removed for the simulations. The degree of a vertex is
a whole number but since the sampling makes use of a continuous distribu-
tion we start with a continuous power law distribution. Consider a random
variable X with density f(x) = Cx−γ defined for some interval x ∈ [x0, x1]
where C is a normalizing constant. Since f(x) is a probability density func-
tion, integrating it over the support [x0, x1] should yield 1

∫ x1

x0

Cx−γdx =
C

1− γ
(x1−γ

1 − x1−γ
0 ) = 1
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which after rearranging gives

C =
1− γ

x1−γ
1 − x1−γ

0

.

This gives us a proper probability density function. The expected value of
X ∼ f(x) is

E[X] =

∫ x1

x0

xf(x)dx =

∫ x1

x0

Cx1−γ =
C

2− γ
(x2−γ

1 − x2−γ
0 ) (1)

which is only well defined for γ > 2. The expected value is undefined for
γ = 2 and for γ < 2 the expected value becomes less than or equal to 2 when
x0 = 2, x1 = 999.

0 10 20 30 40

0.0

0.2

0.4

0.6 Bin(1000, 0.006)

Cx−2.2

Figure 5: Comparison between a binomial distribution and a power-law dis-
tribution. This is meant to illustrate the difference between a binomial degree
distribution and a power-law degree distribution with similar mean. Both
distributions use x0 = 1 and x1 = 1000.

As figure 5 shows, a binomial degree sequence will likely be very different
from a power-law degree sequence, even if they have similar expected degree.

3.1 Sampling
Most programming languages provide random sampling from a uniform dis-
tribution. This can be used in order to sample from any continuous distri-
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bution. Let Y ∼ Uniform(0, 1), X ∼ Cx−γ and

T (y) = F−1
X (y) = (y(x1−γ

1 − x1−γ
0 ) + x1−γ

0 )
1

1−γ . (2)

Then it holds T (Y )
d
=X. This is shown using inverse transform sampling

which says that

FX(x) = P (X ≤ x) = P (T (Y ) ≤ x) = P (Y ≤ T−1(x)) = T−1(x)

which together with

FX(x) =

∫ x

x0

Cx−γdx =
C

1− γ
(x1−γ − x1−γ

0 )

is enough to show (2). This method produces a continuous distribution which
needs to be converted into a discrete distribution in order to be useful as a
degree distribution. This is best done by rounding to the closest integer [1],
or more formally

P (X = k) =

∫ k+0.5

k−0.5

f(x)dx

where X is the random variable being sampled from when generating a degree
sequence d. You also need to choose values for the upper and lower bounds,
x0 and x1. The lower bound can be as low as 1 but in order to reliably create
connected graphs it is set to 2. The upper bound can be infinity but for
practical purposes it is set to one less than the number of vertices.

4 Path finding
There are many algorithms that could be used when testing navigability but
most interesting are ones using only local information. An algorithm using
only local information means that it does not have an overview of the entire
graph but instead sees only the vertices it visits and maybe their neighbors.
Kleinberg [3] describes what he calls a decentralized algorithm which at each
step only has limited information about the other vertices. The algorithm he
describes also involve information about an underlying structure which could
be thought of as geographical locations. The reason for using an algorithm
like this is that they are not guaranteed to find the shortest path. The
number of steps they take is very much dependant on the type of graph it is
running on and therefore says a lot about the graph itself. This thesis uses
an algorithm where two vertices try to find a path to each other by going to
their respective neighbor with the most neighbors.
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4.1 Algorithm
Step 1. Start with two vertices, i and j.

Step 2. Order the neighbors of i by number of neighbors.

Step 3. Go to i’s neighbor with the highest number of neighbors if there is
only one. Otherwise choose one with the highest number of neighbors
uniformly at random and set i to be this new vertex.

Step 4. Check if i and j share an edge, stop if yes, continue if no.

Step 5. Order the neighbors of j by number of neighbors.

Step 6. Go to the j’s neighbor with the highest number of neighbors if there is
only one. Otherwise choose one with the highest number of neighbors
uniformly at random and set j to be this new vertex.

Step 7. Check if i and j share an edge, stop if yes, continue if no.

Step 8. Repeat steps 2-7 until i and j share an edge or an exit condition is met.

The exit condition used is either that all neighbors of i or j have already
been visited (the first exit condition) or that the number of steps reaches a
preset maximum (the second exit condition).

1 2

3

4

5

678

9

10

11

12 1 2

3

4

5

678

9

10

11

12 1 2

3

4

5

678

9

10

11

12

Figure 6: Example run of the algorithm

Figure 6 shows an example of the algorithm on a small graph. 12 and
3 are the chosen starting vertices and since they do not share an edge the
algorithm keeps going. 3 goes to 9 since 9 has the most edges of 3:s neighbors.
12 and 9 does not share an edge so 12 goes to 11 which does share an edge
with 9 and a path has been found, namely 12 → 11 → 9 → 3.
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5 Constant degree graphs
How an algorithm like this might perform is is highly dependent on the degree
sequence of the network. To gain some insight into this, let’s first consider
a simpler case where the degree sequence is a constant c. In this case the
algorithm is identical to one where instead of choosing the neighbor with the
most neighbors a random neighbor is chosen. Let S be the number of steps
for the algorithm to complete. Then the expected number of steps is

E[S] =
∞∑
n=1

nP (S = n)

where P (S = n) is the probability that that the algorithm finishes in n steps.
The probability that the algorithm completes in one step is the same as the
probability that two vertices are connected which is

P (i and j share an edge) =
didj
L− 1

≈ didj
L

=
c2

cN
=

c

N
.

This is true since vertices i and j have di and dj stumps respectively which
means that they can share an edge in didj different ways and the probability
of each of these edges being formed is 1

L−1
since every stump can be combined

with L − 1 other stumps. The probabilities of the algorithm taking more
than one step can be approximated using the fact that after taking a step it
is almost as if the algorithm is in the same position as when it started. For
it to take two steps the first two vertices can’t be connected but after the
first step i and j should be connected. This means that

P (S = 2) ≈ (1− c

N
)
c

N

and in general

P (S = s) ≈ (1− c

N
)s−1 c

N
.

Since this assumes that going to a random neighbor is the same as going to
any random vertex is the same these results are approximate. However, this
can now be used to estimate the expected number of steps

E[S] ≈
∞∑
n=1

nP (S = n) =
∞∑
n=1

n(1− c

N
)n−1 c

N
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which can be calculated using
∞∑
n=1

nrn−1 =
1

(1− r)2

which yields

E[S] ≈ N

c
. (3)

What this fails to take into account is, as previously mentioned, that which
vertices are visited is dependent on the ones already visited. This should
mean that the algorithm takes more steps than this would predict. For a
network created using a power-law degree sequence the number of neighbors
a vertex is expected to have increases with the number of steps the algorithm
takes since it chooses the neighbor with the most neighbors. A similar cal-
culation could be attempted for graphs with power-law degree sequences but
is not in this paper.

6 Simulation
The simulations were made using python and the networkx library, a library
made for creating and working with graphs in python. Configuration model
graphs were created using the libraries built in configuration model generator.
I implemented the algorithm described in chapter 4 in python and equation
(2) which was used in order to sample from a power-law distribution. After
each graph was created self-loops and multiple edges were removed.

6.1 Simulation 1
The first simulation was made by creating configuration model graphs with
power-law degree sequences where γ = [2.1, 2.2, ..., 3.5]. These values where
chosen since the range 2 < γ < 3 is commonly studied [1] with some extra
values at the end. Ten graphs with N = 1000, x0 = 2, x1 = 999 were created
for each γ and the algorithm ran 100 times on each graph and the average
path length was recorded. The two starting vertices were chosen uniformly
at random. The first exit condition was used.

6.2 Simulation 2
The second simulation was made to compare different values for γ but where
the average degree 〈k〉 is kept the same. This was achieved by varying x0
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since 〈k〉 depends on x0. The values used for x0 were 2,3,4 and 5. The
corresponding value of γ is then calculated by choosing one of them, in this
case γ = 2.33 was chosen for x0 = 2 and the rest where calculated using (3)
which gave γ = 2.6 for x0 = 3, γ = 3 for x0 = 4 and γ = 3.67 for x0 = 5. The
value x1 = 999 was used for all γ. The algorithm was run on 10 graphs for
each γ and 100 times on each graph. The two starting vertices were chosen
uniformly at random. The first exit condition was used.

6.3 Simulation 3
The third simulation was made by creating configuration model graphs with
constant degree sequences with c = [3, 4, ..., 12]. These values of c where
chosen to make graphs with similar average degrees as the ones in the first
simulation. Ten graphs with N = 1000, x0 = 2, x1 = 999 were created for
each c and the algorithm ran 100 times on each graph. This was repeated for
N = 2000. The two starting vertices were chosen uniformly at random. The
second exit condition was used with a maximum number of steps of 2000.

6.4 Simulation 4
The fourth simulation was made the same way as the first (γ = [2.1, 2.2, ..., 3.5]
, N = 1000, x0 = 2, x1 = 999) with the difference that the starting vertices
were not chosen at random. Instead ten vertices with the highest degrees
were found and the starting vertices were chosen uniformly at random from
these ten. When the starting vertices are chosen uniformly at random from
all vertices the ones with high degree will rarely be chosen so this simulation
investigates if choosing starting vertices with high degree affects the algo-
rithm’s performance. The algorithm was run on 10 graphs for each γ and
100 times on each graph. The first exit condition was used.

6.5 Simulation 5
The fifth simulation was made in exactly the same way as the first but using
γ = [1.1, 1.2, 1.3, ..., 3.5].

14



7 Discussion and Results

7.1 Simulation 1

(a) Average number of steps vs power-law
exponent

(b) Average number of steps vs average
degree

Figure 7: Average number of steps the algorithm takes in power-law configu-
ration model graphs with different values of γ. Figure 7a shows the average
number of steps plotted against γ. Figure 7b shows the same simulation
as figure 7a but the average number of steps is plotted against the average
degree of the graphs for each γ.

The average number of steps the algorithm takes increases with γ as seen in
figure 7a and decreases with average degree 〈k〉 as seen in figure 7b. Two
main factors are thought to be causing this: lower values of γ lead to degree
sequences which is more beneficial for finding shorter paths and lower values
of γ produce graphs with higher expected average degree as seen in (1). Since
different values of γ produce graphs with different expected average degrees
it is difficult to say from the first simulation alone which if factor affects the
average number of steps more. Intuitively it seems as though average degree
has to affect the average number of steps the algorithm takes since it means
that every vertex on average has more neighbors. In order to measure the
effect γ has on the number of steps the algorithm takes without taking into
account average degree the second simulation was performed. The failure
rate, which is the percentage of time the algorithm reaches an exit condition
before finding a path, starts reaching levels above 0% around γ ≥ 3 seen in
table 1.
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7.2 Simulation 2

Figure 8: Average number of steps the algorithm takes in simulation 2 vs γ.

To measure the effect of γ on the number of steps the algorithm takes without
average degree being a factor configuration model graphs were created where
the different γ had different lower bounds x0 so they would have the same
expected average degree. Figure 8 shows that the average number of steps the
algorithm takes increases with γ which means that the value of γ still affects
the average number of steps the algorithm takes even when the average degree
〈k〉 is kept the same. This indicates that for a given average degree, this
algorithm performs better when the degrees are divided less evenly among
vertices than when most vertices have degrees closer to the average.
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7.3 Simulation 3

(a) Average number of steps vs degree
constant c, N = 1000

(b) Average number of steps vs degree
constant c, N = 2000

Figure 9: Average number of steps the algorithm takes, both actual simulated
values and estimated expected values using equation (3). Figure 9a shows
this for graphs with 1000 vertices and figure 9b for graphs with 2000 vertices.

To gain insight into the performance of the algorithm on power-law config-
uration model graphs it was simulated on configuration model graphs with
constant degree. Power-law graphs become closer and closer to constant
degree graphs the higher the value of γ since more degrees closer to the mini-
mum degree become more likely and degrees further away become less likely.
It is also the case that estimating the expected number of steps analytically is
significantly easier for constant degree graphs and even tough they are very
different from power-law graphs the relation between the number of steps
the algorithm takes and the average degree 〈k〉/c looks very similar. This
indicates that the expected number of steps the algorithm takes in power-law
graphs is proportional to 1

〈k〉 . The percentage of time the algorithm reaches
the used exit condition, or the failure rate, was rather high, especially for
lower values c which can be seen in tables 3 and 4. This means that in a sig-
nificant proportion of runs the algorithm would have taken more than 2000
steps if allowed to continue. The average number of steps shown in figure
9 should therefore be lower than if a higher maximum number of steps was
used, at least for c = 3 and c = 4.
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7.4 Simulation 4

(a) Average number of steps vs power-law
exponent

(b) Average number of steps vs average
degree

Figure 10: Average number of steps the algorithm takes in power-law config-
uration model graphs with different values of γ where the starting vertices
where chosen from the vertices with the highest degree.

In the first three simulations the two starting vertices where chosen uni-
formly at random between all vertices. The fourth simulation explored the
algorithms performance for more specific choices of starting vertices, more
specifically when the two starting vertices where chosen uniformly at random
among the ten vertices with the highest degree. When choosing them as done
in the first three simulations vertices with high degree are less likely to be
chosen since they are more rare. The average number of steps the algorithm
takes increases with γ, shown in figure 10a, and decreases with 〈k〉, shown
in figure 10b. These plots show similar relations as figures 7a and 7b but
with a lower average number of steps for a given value of γ or 〈k〉. This is
intuitive since two starting vertices with high degrees are more likely to share
an edge than two starting vertices with low degrees. More interesting is that
the relationship between average number of steps and γ, 〈k〉 is similar and
that graphs with higher values of γ still need a large number of steps to find
a path.

18



7.5 Simulation 5

Figure 11: Average number of steps the algorithm takes in power-law config-
uration model graphs for different values of γ.

When analyzing power-law distributions γ is often between 2 and 3, but
when simulating γ can be lower than 2. It cannot however equal 1 since
that would cause a division by 0 error when sampling using equation (2) so
values of γ = [1.1, 1.2, ..., 3.5] where simulated to see if the average number
if steps the algorithm takes for the lower levels of γ follows the same pattern
as the higher values used in simulation 1. Figure 11 shows that this is indeed
the case. The average number of steps seem to hit a lower bound at around
γ = 2. This could be because high degrees are quite likely for these values of
γ meaning that even if the starting vertices have a low degree, their neighbors
have high degrees and are likely to share an edge. Since a minimum degree of
x0 = 2 was used the lower values of gamma will produce graphs with higher
average degree with and no drawbacks in terms of something that could
negatively affect the algorithms performance. This is difficult to do anything
about because the reason x0 = 2 was used is that it produces connected
graphs.

8 Conclusions
Navigability of random graphs seems highly connected to average degree,
at least for the graphs used in the simulations. More edges mean that the
algorithm can find shorter paths. This is the case both for graphs with
power-law degree distributions and with constant degree distributions. The
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navigability of a network also depends on the distribution of the degrees,
even if the average degree is similar. This can be seen in figure 8 and when
comparing figure 7b with figure 9a. The simulations done in this thesis used
rather small graphs with N = 1000 or N = 2000. The performance of the
algorithm could be very different for larger graphs, maybe it cannot find
paths at all for large enough graphs or maybe it is just very slow in finding
them. It would be interesting to see how the algorithm performs on graphs
of different size when the support of the degree distribution is kept the same.

9 Appendix
In the following tables failure rate is calculated as the number times the
algorithm reaches the exit condition used in that specific simulation divided
by the total number of times the algorithm ran.

γ 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8
Failure rate 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

γ 2.9 3.0 3.1 3.2 3.3 3.4 3.5
Failure rate 0.0 0.021 0.069 0.149 0.113 0.202 0.247

Table 1: Failure rate for each γ, from simulation 1

γ 2.33 2.6 3 3.67
Failure rate 0.0 0.0 0.0 0.0

Table 2: Failure rate for each γ, from simulation 2

c 3 4 5 6 7 8 9 10 11 12
Failure rate 0.145 0.023 0.004 0.001 0.0 0.0 0.0 0.0 0.0 0.0

Table 3: Failure rate for each c, from simulation 3, N=1000

c 3 4 5 6 7 8 9 10 11 12
Failure rate 0.359 0.141 0.044 0.020 0.013 0.001 0.002 0.0 0.0 0.0

Table 4: Failure rate for each c, from simulation 3, N=2000

20



γ 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8
Failure rate 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

γ 2.9 3.0 3.1 3.2 3.3 3.4 3.5
Failure rate 0.003 0.012 0.024 0.037 0.072 0.112 0.162

Table 5: Failure rate for each γ, from simulation 4

γ 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8
Failure rate 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

γ 1.9 2.0 2.1 2.2 2.3 2.4 2.5 2.6
Failure rate 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

γ 2.7 2.8 2.9 3.0 3.1 3.2 3.3 3.4
Failure rate 0.0 0.003 0.019 0.032 0.039 0.108 0.172

γ 3.5
Failure rate 0.206

Table 6: Failure rate for each γ, from simulation 5
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