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Abstract

Binary classification is a common task in machine learning, where
the goal is to categorize data into one of two classes. In this thesis we
compare three methods for binary classification: logistic regression,
support vector machines and artificial neural networks. The aim of
this project is to understand the similarities and differences between
these methods.

In the first part of the project, we present the theory related to
each method. We also do a theoretical comparison of the methods.

In the second part of this project we compare these methods on
both simulated and real-world data. To evaluate the performance of
each method we use the performance metrics accuracy and AUC. The
results show that logistic regression and support vector classifiers have
very similar performance when the data is linearly separable. The
performance of artificial neural networks tend to be slightly lower for
small and high-dimensional datasets. When the data is not linearly
separable artificial neural network models tend to perform slightly
better on lower-dimensional data while support vector machines with
an RBF kernel perform slightly better on higher-dimensional data.
But overall, their performance is quite comparable.
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