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Abstract

This thesis compares two powerful tree based machine learning
algorithms, Random Forest and XGBoost, with a focus on their abil-
ity to generalize under varying levels of noise. Simulated datasets
were designed to include four regression functions. These regression
functions corresponds to four distinct geometric shapes, referred to
as Sphere-Truncated Cone, Cone, Rhombus-Truncated Pyramid, and
Ridge, defined for five predictor variables and two noise levels, catego-
rized as ”high” and ”low.” These shapes serve as a challenge for both
algorithms, evaluating their performance under structured and noisy
conditions. The theoretical component of this study delves into the
mathematical foundations of Random Forest and XG Boost, providing
a step-by-step analysis of their mechanisms, including tree construc-
tion, optimization processes, and ensemble strategies. Using Mean
Squared Error (MSE) and Mean Squared Error of Prediction (MSEP)
for test data as evaluation metrics, this work systematically assesses
the algorithms’ performance across the simulated datasets. The find-
ings demonstrate that Random Forest excels in handling regression
functions with discontinuities, while Gradient Boosting performs bet-
ter for regression functions with continuous and smooth patterns.
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