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Abstract

Survival analysis is a key statistical method for studying time-to-event
data, which plays a critical role in various fields, including medicine, fi-
nance, and social sciences. A traditional and still popular model in this
context is the Cox proportional hazards model. Despite its widespread
use, it relies on assumptions that may not hold in real-world scenarios,
leading to potential inaccuracies in predictions. This master thesis inves-
tigates the application of deep learning techniques, specifically a special
type of neural network model, to overcome the limitations of the tradi-
tional Cox model and provide a more flexible approach to survival analysis.

The DeepHit model is a deep learning-based approach that adapts
to complex relationships in the data without relying on restrictive as-
sumptions. We compare the performance of the Cox model and the
DeepHit model through simulation experiments and a real data experi-
ment, demonstrating the strengths and weaknesses of each approach. The
results indicate that the DeepHit model can outperform the Cox model
in certain cases, particularly when the assumptions of the Cox model are
violated.

Moreover, the thesis addresses the interpretability issue commonly as-
sociated with deep learning models by introducing SHAP (SHapley Ad-
ditive exPlanation) values to approximate and explain the predictions
made by the DeepHit model. This addition enhances the practicality of
the DeepHit model for real-world applications, especially in medical ap-
plications, where understanding a model can be crucial.

In conclusion, this thesis advocates for the adoption of more sophisti-
cated methods, such as deep learning techniques, in survival analysis to
avoid making restrictive assumptions about the data at hand. The find-
ings contribute valuable insights for practitioners and researchers in the
field, encouraging the exploration and refinement of advanced methods
for improved performance across various applications. Recent advance-
ments in deep learning demonstrates its seemingly unlimited potential in
numerous fields.
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1 Introduction

Background and Motivation. Survival analysis is a branch of statistical analysis that
focuses on the study of time-to-event data. It has widespread applications across various
fields, including medicine, finance, engineering, and social sciences (Miller, 2011). In medical
research, for instance, survival analysis is employed to evaluate the time to death or the
duration until a patient experiences a specific event, such as a disease recurrence. This
information is essential for understanding the effectiveness of treatments, identifying risk
factors, and making informed decisions about patient care.

The Cox proportional hazards model (Cox, 1972), introduced by Sir David Cox in 1972,
has been the cornerstone of survival analysis for decades. The popularity of the Cox model
can be attributed to its simplicity and ease of interpretation. However, the model relies on
a set of assumptions that may not always hold true in real-world scenarios. These assump-
tions include proportional hazards and a linear relationship between the covariates and the
log hazard function. When these assumptions are violated, the Cox model may produce
inaccurate predictions.

The advent of deep learning has revolutionised the field of machine learning and has shown
promising results in various domains. In recent years, researchers have begun to explore
the potential of deep learning techniques in survival analysis, aiming to address the limi-
tations of traditional models like the Cox proportional hazards model (Lee, 2018). These
advanced methods can adapt to complex relationships in the data without making restrictive
assumptions, offering a more flexible approach to survival analysis. By comparing the tra-
ditional Cox proportional hazards model to the more advanced DeepHit model, we plan to
demonstrate that embracing sophisticated techniques like deep learning can unlock the full
potential of survival analysis and lead to improved performance across various applications.

An additional motivating factor for this thesis has been the availability and richness of the
Swedish national health data registers, which serve as the primary data source for many
researchers at the Karolinska Institute. These comprehensive registers, maintained and up-
dated by the Swedish government, contain extensive information on individuals’ medical
history, treatment, and outcomes. With a unique personal identity number assigned to each
Swedish resident, the registers enable efficient and accurate linkage of data across various
sources, including patient registries, prescription registries, and cause of death registries
(Ludvigsson et al., 2009).

The Swedish national health data registers offer a wealth of information, enabling some of
the large-scale and long-term studies conducted at the Karolinska Institute. However, the
complex and high-dimensional nature of the data poses significant challenges for traditional
survival analysis methods, such as the Cox proportional hazards model, which may not
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adequately capture the intricate relationships among variables and is generally incapable of
using all the available information. Consequently, the availability and unique characteristics
of these registers provided a strong motivation for the development and application of
more flexible and sophisticated methods, such as the DeepHit model, to better analyse and
interpret the data.

Objectives and Scope. This master thesis aims to investigate the potential benefits
of utilising deep learning techniques in survival analysis, with a focus on the comparison
between the traditional Cox proportional hazards model and the more advanced DeepHit

model. The main objectives of this thesis are:

• To provide a comprehensive overview of the Cox proportional hazards model, dis-
cussing its assumptions, limitations, and implications for survival analysis.

• To introduce the DeepHit model, a deep learning-based approach to survival analysis,
and demonstrate its flexibility in estimating the survival function. Since understanding
this model requires fundamental knowledge about feedforward neural networks, we
provide the necessary theory for doing so.

• To compare the performance of the Cox model and the DeepHit model using simu-
lation experiments and a real data experiment, evaluating their strengths and weak-
nesses.

• To address the issue of interpretability in the DeepHit model by introducing SHAP
(SHapley Additive exPlanation) values, which can be used to approximate and explain
the predictions made by this model.

By achieving these objectives, this thesis aims to shed light on the potential of deep learning
techniques in survival analysis and advocate for the adoption of more sophisticated methods
that avoid making restrictive assumptions about the data at hand. We hope to offer valuable
insights and guidance for practitioners and researchers in this field.

Main Results and Implications. The main results of this thesis include:

• A comprehensive comparison of the Cox proportional hazards model and the DeepHit
model, illustrating the strengths and weaknesses of each approach.

• Demonstration of the DeepHit model’s superior performance in certain cases, par-
ticularly when the assumptions of the Cox model are not met, through simulation
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experiments and a real data experiment. The test results suggest that the DeepHit

model is able to provide more accurate and flexible estimations of survival functions.

• Introduction of SHAP values to address the interpretability issue associated with the
DeepHit model, making the model more practical for real-world applications. We take
a distinct approach to calculating these values, compared to what has been suggested
in the references.

These results advocate for the adoption of more sophisticated methods, such as deep learn-
ing, to avoid making restrictive assumptions about the data at hand. Furthermore, they give
directions for areas of further research and inspire the exploration of more deep learning in
the field.

Thesis Structure. The thesis is organised as follows:

• Section 2 provides most of the relevant theory. First, we give a brief introduction to
survival analysis, including the necessary concepts and characteristics for this the-
sis. We then introduce the Cox proportional hazards model and analyse it in detail.
Further on in the section, we provide the theory of feedforward neural networks, in
particular how they are defined and trained, after which a detailed description of
DeepHit is given. Lastly, we introduce SHAP values as an interpretation tool for
black box models.

• Section 3 presents the results and discussion thereof. We introduce evaluation metrics
for comparison of the models, as well as relevant information regarding optimisation.
The simulation procedures are described and test results are presented. Furthermore,
the results and interpretation for the real dataset are outlined.

• Section 4 concludes the thesis by summarising the key findings, discussing their im-
plications for the field of survival analysis, and suggesting future research directions.

2 Theory

2.1 Survival Analysis: Concepts, Challenges, and Techniques

Survival analysis comes with the challenge of working with clinical data. Several properties
characterise clinical data, and they must be addressed carefully to ensure valid inferences
and conclusions. The challenges of interpreting results produced by studies on clinical data
include the following:
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• Heterogeneity: Clinical data comes from a diverse population of patients, with vary-
ing demographics, medical histories, and conditions. This heterogeneity can make it
challenging to draw conclusions from the data and generalise findings to other patient
populations.

• Incompleteness: Missing values and incomplete records makes the data incomplete.
Handling missing data can be done by excluding those patients or replacing the missing
values with e.g. the mean or mode of the population, or using proxies. This showcases
one of the challenges in analysing the data.

• Bias: Various biases can occur in clinical data, such as selection bias and measurement
bias. For example, patients who are more likely to seek medical care may be overrep-
resented in the data, and this can bias estimates of disease prevalence or treatment
outcomes.

• Privacy and security concerns: Data that is subject to strict privacy and security
regulations to protect patient confidentiality cannot be analysed by anyone. As an
implication, data used in this project cannot be shared, limiting the reproducibility
and further improvement of suggested models. Even for researchers with full access
to registers and data bases, there could be a lack of valuable measurements.

• Longitudinal nature: Clinical data is often collected over time, allowing for the analysis
of temporal relationships between exposures and outcomes. However, it can be difficult
to detect and account for variables that are dependent on time. This could for example
mean that results are valid for certain time intervals but not for others.

Despite these challenges, it is essential to work with clinical data for medical research and
decision-making. Another important matter of concern in clinical settings is confounding
(Vittinghoff et al., 2004, chapter 4). Confounding occurs when the relationship between
an exposure and an outcome is distorted by the presence of a third variable, known as
a confounder. In statistical terms, exposure refers to the presence or degree of a specific
variable that potentially influences the probability of an outcome or event of interest. To
address this issue, one has to control for the confounding variable, for example, by creating
a stratified model that examines the association between other variables at different values
of the confounder. Figure 1 provides a basic example.

In Figure 1, suppose we want to study the relationship between X and Y . If Z is not
included in this study, we could encounter an instance of the famous Simpson’s paradox.
This is a situation where separate groups of observations exhibit a certain correlation, but
when the groups are combined, the opposite correlation emerges. In other words, the value
of Z affects both X and Y , complicating their association. Now consider the case when the
arrow between Z and X is reversed. This scenario creates a mediator situation in which X
affects both Y and Z, and including Z in the study influences the relationship between X
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and Y . The results of such studies can be severely misleading, and controlling for Z should
be avoided in this case.

Figure 1: Graph of variables in a study and
their relationships. The presence or level of
X affects the outcome Y, whilst the presence
or level of Z affects both X and Y. This is a
situation in which confounding can occur.

Directed acyclic graphs (Digitale et al.,
2021) provide a rigorous yet intuitive tool
for detecting and planning for confound-
ing before conducting a study. This ap-
proach establishes causal effects by creat-
ing a graph similar to the one in Figure 1,
a task that requires prior knowledge of the
research field. It is important to note that
the use of this tool merely provides an il-
lustration of the relevant assumptions. We
introduce the topic of confounding here to
emphasise its importance as a potential pit-
fall in survival analysis. In many cases, deep
learning models trained on large datasets
can inherently account for complex relation-
ships between variables, alleviating the need
for explicit assumptions about confounders.
This advantage can lead to more accurate
and robust results in survival analysis when

using deep learning models compared to traditional methods.

Returning to the unique aspects of survival analysis, another notable challenge in our study,
which sets it apart from conventional supervised learning tasks, is the substantial presence
of censored data. Censored data refers to incomplete information about an observation.
Especially relevant to our study is right-censored data. This situation arises when the out-
come of interest has not been observed for some individuals by the end of the study period.
Patients have varying lengths of follow-up time, depending on when they received the diag-
nosis and when the study ends, which must be accounted for to avoid introducing serious
bias in the study. Another critical consideration in the analysis of right-censored data is
the assumption of non-informative censoring. This assumption states that the probability
of censoring is independent of the survival time, given the covariates. If this assumption is
violated, inferences may be incorrect. In summary, we must use models that are compatible
with censored data.

2.1.1 The Kaplan-Meier curve

The survival function S(t) = P (T > t) is the probability that a certain patient or subject
survives past some time point t, or does not experience an outcome before t. Kaplan and
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Meier (1958) made a major contribution to the field of survival analysis with the introduc-
tion of a method for estimating survival curves in the presence of censoring. In the absence
of censoring, all observations in the dataset have time points ti, i = 1, . . . , n at which the
event was experienced. The most natural estimation of the survival curve in this case would
be

Ŝ(t) =
1

n

n∑
i=1

I(ti < t), (1)

where I(ti < t) is the indicator function of the time point ti being smaller than t. This
ratio represents the events experienced up to time t and can be referred to as the empirical
survival curve. Note that this is not a cumulative distribution function, but 1−S(t) = F (t)
is. To construct the Kaplan-Meier estimator, let m < n be the number of observations not
censored and order the event times t(1) < t(2) < · · · < t(m). Let di be the number of events
occurring at time t(i) and di = 0 for all time points before t(1). Furthermore, let |Ri| be the
number of observations at risk, i.e. the number of observations not censored or with the
event already experienced, just before time t(i). Then, the Kaplan-Meier estimator (Kaplan
& Meier, 1958) of the survival function is defined as

Ŝ(t) =
∏

i: t(i)<t

(
1− di
|Ri|

)
. (2)

This estimator is intuitive in that surviving in any time interval [t(i−1), t(i)) is equal to 1
minus the probability of dying in the same time period, which is naturally estimated by
di/|Ri|. The probability of surviving past time t becomes the product of surviving all pre-
ceding time intervals. The result is a stepwise function, which becomes smoother as we have
more observations with outcomes. Calculating the expected survival time is straightforward:

E(T ) =

m∑
i=1

t(i)S(t(i)), (3)

which represents the area under the curve. In summary, the Kaplan-Meier curve is funda-
mental and can be used for various purposes, especially when we need a basis for comparison
or a starting point for analysis.
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2.1.2 Cox proportional hazards model

Instead of directly modelling the survival function, the Cox proportional hazards model,
also known as Cox regression, models the hazard function λ(t). The survival function S(t),
relates to the hazard function via

λ(t) = −S′(t)

S(t)
= − d

dt
logS(t) =⇒ S(t) = exp

[
−
∫ t

0
λ(t′)dt′

]
. (4)

In words, Vittinghoff et al. (2004, chapter 6) describes the hazard function as the short-term
event rate of experiencing the outcome event for those who have not yet done it. The Cox
proportional hazards model takes covariates x and a time point t as input and assumes the
form

λ(t;x) = λ0(t) exp(β1x1 + . . .+ βpxp) = λ0(t) exp(βx), (5)

which explains why it is referred to as a regression model. Here, λ(t;x) is interpreted as the
hazard at time t for an individual with covariate values x and λ0(t) is the baseline hazard
function. Observe that λ0(t) is the hazard for an individual at time t that has all covariate
values equal to 0. Furthermore, the baseline hazard can be interpreted as an intercept in
correspondence to other regression models by letting λ0(t) = exp(β0(t)), although it changes
with time. The model falls under the category of a generalised linear model with logarithmic
link function (Sundberg, 2019, chapter 9). Also, note that each covariate has a multiplicative
effect on the hazard.

Cox regression is a popular model in medical research because, in addition to being able
to handle right-censored data through the baseline hazard λ0(t), it can easily estimate
the impact (or association) of a particular covariate through the hazard ratio. Suppose,
for example, that there are two treatment groups in the data, coded into a covariate as a
binary 0-1 variable. Then we can hypothetically take the ratio of the hazard for an individual
belonging to treatment group 1 with an individual belonging to group 0 while keeping all
other covariates fixed. Let xp denote the binary covariate not kept fixed and let x(1) denote
the covariates of the individual in the first group and let x(0) be the covariates of the second
individual. Then we obtain

λ(t;x(1))

λ(t;x(0))
=

λ0(t) exp(βx
(1)))

λ0(t) exp(βx(0)))
= exp(β1(x

(1)
1 − x

(0)
1 ) + . . .+ βp(x

(1)
p − x(0)p )) = exp(βp). (6)
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That is, without any assumption or estimation of the baseline hazard, we can directly mea-
sure the impact of any covariate through the hazard ratio, which in this example amounts
to comparing two different treatment groups in terms of how the risk of an event differs
between them. However, the inference is valid only if the model assumptions are met and
the fit to the data is sufficiently good. We discuss the model assumptions later on.

Model motivation and connection to survival function. The main reason for using
the exponential function in the Cox proportional hazards model is to ensure that the hazard
rate has the correct domain. Since the survival function has the domain 0 ≤ S(t) ≤ 1, and
its derivative has the domain (due to the survival function being non-increasing) −∞ <
S′(t) ≤ 0, we see that the hazard function must have the domain:

0 ≤ λ(t) <∞. (7)

Hence, with the exponential form, the predictors can have both decreasing and increasing
effects on the overall hazard rate, without making it negative, which is consistent with
the domain constraints. There are many functions that achieve this, but the exponential
function is chosen because it provides a straightforward interpretation of the estimated
coefficients. A positive coefficient means increased hazard, and a negative coefficient means
decreased hazard as the value of the corresponding predictor increases.

When the hazard rate is modelled as a proportional hazards model, the survival function
takes the form

S(t;x) = exp

[
−
∫ t

0
λ0(t

′) exp(βx)dt′
]
= exp [− exp(βx)Λ(t)] , (8)

where Λ(t) is the cumulative baseline hazard rate from 0 to t. Hence, we can see that it does
not factorise the same way the hazard rate does. Although a straightforward interpretation
of the survival probability ratio between two individuals with non-identical covariates does
not exist, it is still easy to see in which direction the survival probability goes as covariates
shift. Taking the ratio of the survival probability for two different observations we obtain

S(t;x(1))

S(t;x(2))
= exp

[
−Λ(t)(exp(βx(1))− exp(βx(2)))

]
. (9)

This may not produce any meaningful insights the same way the hazard ratio did, but a
closer look reveals that the survival probability ratio is not constant in time. Instead, it is
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amplified by time. This is because the cumulative hazard Λ(t) is non-decreasing in t. The
logarithm of the preceding equation yields

logS(t;x(1))− logS(t;x(2)) = Λ(t)(exp(βx(2))− exp(βx(1))). (10)

It is now clear that the survival probability ratio between two individuals with nonidentical
covariates is not constant in time. Instead, the two survival curves experience increasing gaps
between them the longer the time goes. Also in this form, the expression factorises into one
part depending only on time and a second part depending only on the covariates. Extracting
the linear regression form from the survival function requires the following transformation:

log

(
− logS(t;x)

Λ(t)

)
= β1x1 + . . .+ βpxp, (11)

which is rather complicated and difficult to interpret. Nonetheless, the Cox proportional
hazards model provides a valuable way to model survival data through the hazard function.

Model assumptions and limitations. The primary assumption of the Cox proportional
hazards model is that hazards for different observations or groups are proportional, meaning
the hazard ratio between two observations is constant over time. This assumption arises
from the functional form of the baseline hazard. While this is a strong assumption, it can
be relaxed by creating a stratified model, described in Vittinghoff et al. (2004, chapter 6),
which allows for different baseline hazards for different levels of a particular covariate or
groups. However, the proportionality assumption still holds within each stratum and can
be difficult to fully circumvent. Additionally, using strata for one covariate removes the
same covariate and its associated beta-parameter from the model, which may not be ideal
if this covariate is of primary interest. An alternative approach is to allow for time-varying
covariates.

The interpretation of a Cox regression model when the proportionality assumption is vi-
olated can be controversial. However, it has been shown that meaningful conclusions can
still be drawn from such models, which explains why the model remains popular among
practitioners.

Survival models, in general, assume independence between censoring and survival time, as
well as between the censoring mechanism and the covariates. In other words, the probability
of an observation being censored is independent of both the survival time and the covariates.
This assumption can be questioned in cases where certain individuals are more likely to drop
out from a study, for example.
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Although Cox regression offers some flexibility when estimating the baseline hazard, it is
a linear model in its covariate parameters and does not account for interactions between
covariates unless explicitly including such variables. This limitation is a key reason for
exploring machine learning models, which can offer greater flexibility and the ability to
capture more complex relationships in the data.

Coefficient estimation. To derive maximum likelihood estimates in survival analysis
models in general, different contributions are made to the likelihood function depending
on whether the observation is censored, asserted in Cox (1972). Before dealing with the
intricacies of the likelihood theory for Cox regression, we present the following realisation,
which will become relevant in developing machine learning models as well. Let F (t) =
1 − S(t) = P (T ≤ t), then the probability density function becomes F ′(t) = f(t). On the
other hand,

S′(t) =
d

dt
exp

[
−
∫ t

0
λ(t′)dt′

]
= −λ(t) exp

[
−
∫ t

0
λ(t′)dt′

]
= −S(t)λ(t), (12)

which implies f(t) = S(t)λ(t). Now if subject i is uncensored with observation time ti, it
contributes to the likelihood through f(ti) = S(ti)λ(ti). Otherwise if the subject is right-
censored after being observed for a time ti, we only know P (Ti > ti) = S(ti), which is
a contribution containing less information. Furthermore, denote by δi an indicator taking
value 1 if subject i is uncensored and 0 otherwise. Also, denote by θ all model parameters of
the survival function we aim to estimate with maximum likelihood. The general likelihood
function becomes

L(θ; t) =

n∏
i=1

λ(ti; θ)
δiS(ti; θ). (13)

Probably the most simple example is when assuming data from an exponential distribution,
since then λ(ti; θ) = θ and S(ti; θ) = e−θti . By taking the log-likelihood function we get
after some basic calculations the maximum likelihood estimate

θ̂ =

∑n
i=1 δi∑n
i=1 ti

, (14)

which is simply the total number of observed outcomes divided by the total observation
time across all subjects. In the special case of Cox regression, we can view the estimation
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of the baseline hazard and effect parameters as separate processes. We do not need (13)
for these tasks, although it will prove to be highly relevant later on. To estimate the effect
parameters β of a Cox regression model, we first consider the probability

P (subject i experiences the outcome at ti|an outcome is observed at ti). (15)

This probability conditions on the time instances at which outcomes are observed, and we
aim to estimate it. By Bayes’s rule and further conditioning on the subjects at risk at ti,
the probability above equals

P (subject i experiences the outcome at ti)

P (an outcome is observed at ti)
= (16)

=
P (subject i experiences the outcome at ti|subject i is at risk at ti)

P (an outcome is observed at ti|the subject is at risk at ti)
. (17)

Note that the numerator in the last equation above is the hazard rate at time ti for subject
i and the denominator is the sum of corresponding hazards for all subjects at risk at ti.
Hence, we obtain

λ(ti;x
(i))∑

j∈Ri
λ(ti;x(j))

=
λ0(ti) exp(βx

(i))∑
j∈Ri

λ0(ti) exp(βx(j))
=

exp(βx(i))∑
j∈Ri

exp(βx(j))
, (18)

where Ri is the subset of subjects at risk just before time ti. Further details are referred
to Cox (1972). Since the preceding only holds for uncensored observations, the likelihood
function used to derive maximum likelihood estimates is obtained by taking the product of
(18) over the index i, ranging from 1 to the number of observed events m. The derivative
of the log-likelihood with respect to the parameter βk then becomes

∂

∂βk
l(β) =

m∑
i=1

x
(i)
k −

m∑
i=1

∑
j∈Ri

x
(j)
k exp(βx(j))∑

j∈Ri
exp(βx(j))

. (19)

Solving ∂
∂βk

l(β) = 0 for k = 1, . . . , p has to be performed numerically, which is usually
carried out through the Newton-Raphson method.

An issue appears in solving the maximum likelihood estimation in (19) if there are ties in
the data set, i.e. if some time points ti, i = 1, . . . ,m are equal. Essentially, it can cause the
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likelihood function to become discontinuous when the values of the covariates differ. This
can be explained by how the probability in (18) was defined. The denominator represents the
risk set Ri just before time ti, which includes all individuals who have not yet experienced
the event at time ti. Now, if we have ties in our data, meaning multiple events occur at the
same time ti, it is unclear which individuals should be included in the risk set Ri for that
time point. To resolve the problem, one can add a small random number to the tied times.

The unit of the measured time needs to be defined before conducting a study and it is
important to be consistent with this unit. Units for t can for example be minutes, days or
years.

Standard approaches like Wald’s test, the score test, and the likelihood ratio test can be
used to perform hypothesis tests on the parameters, determining if they significantly differ
from 0 and have a significant effect on the outcome.

Testing the validity of the proportional hazards assumption. The proportional
hazards assumption is a critical requirement for the Cox model, and its validity can be
assessed using both informal and formal methods. Informal approaches involve visual in-
spection of residual plots against time, similar to assessing linear regression model residuals.

On a more formal note, the hypothesis of proportional hazards can be tested on both
individual covariate and global levels. Here, the null hypothesis is the existence of propor-
tional hazards, while the alternative hypothesis suggests non-proportional hazards concern-
ing time. One widely used technique for such testing involves Schoenfeld residuals (see e.g.
Grambsch & Therneau, 1994).

The Schoenfeld residual for the kth covariate of the subject with the ith event time is denoted

as r
(i)
k and is calculated as

r
(i)
k = x

(i)
k −

∑
j∈Ri

x
(j)
k ·

exp(β̂kx
(j)
k )∑

l∈Ri
exp(β̂kx

(l)
k )

. (20)

Here, Ri is defined as in (18). Note that these are true residuals as their expected value is
zero under the model.

To test the proportional hazards assumption, we create a multivariate linear regression
model with residuals rk as explanatory variables. If the response variable is time, the resid-
uals should not exhibit a significant effect. Covariates producing significant p-values violate
the proportionality assumption. A chi-squared test can further assess the global level as-

16



sumption.

For formal testing, let τ1, τ2, . . . , τd denote the d observed death times across the dataset.
The test statistic of Grambsch and Therneau (1994) is given by

(∑d
i=1(τi − τ̄)r

∗(i)
k

)2
d · var(β̂k)

∑d
i=1(τi − τ̄)2

, (21)

where r
∗(i)
k are the scaled Schoenfeld residuals for variable k, and τ̄ is the mean of observed

death times. This test statistic follows a χ2 distribution under the null hypothesis with 1
degree of freedom.

A global test of proportionality can also be performed using the test statistic

(τ − τ̄)TS var(β̂)ST (τ − τ̄)

d
∑d

i=1(τi − τ̄)2
, (22)

where S is the matrix of unscaled Schoenfeld residuals, and var(β̂) is the covariance matrix
of the estimated coefficients. This statistic, too, follows a χ2 distribution, albeit with p
degrees of freedom, where p is the number of covariates in the model. The variance appears
in the numerator due to the use of unscaled residuals. For an in-depth understanding and
further details, Grambsch and Therneau (1994) is a recommended reference.

Estimation of the baseline hazard function Although the primary focus of many
clinical studies is not the estimation of the baseline hazard function, it is essential for com-
puting survival function estimates. Cox and Oakes (1984, Ch. 7.8) proposed the standard
approach for estimating the hazard at a given time point. This approach, widely imple-
mented in statistical software, is expressed as

λ̂0(t
(i)) =

di∑
j∈Ri

exp(β̂x(j))
, (23)

where di signifies the number of events at time t(i), and Ri denotes the indices of subjects at
risk just before t(i). This formula arises from the partial likelihood estimation method used
in the Cox model. The idea is that the hazard of the event for a subject who experiences
the event at time t(i) is proportional to the sum of the hazards for all subjects who are
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at risk at that time. The proportionality constant is di, the number of events at time t(i),
and the sum of the hazards for all subjects at risk is given by

∑
j∈Ri

exp(β̂x(j)). Therefore,

the estimate of the baseline hazard function at time t(i) is given by the ratio of these two
quantities.

The estimated hazard rate becomes zero at all time points lacking events. Nevertheless, the
survival function formula only requires the cumulative hazard, estimated as

Λ̂0(t) =
∑

j: t(j)≤t

λ̂0(t
(j)). (24)

One of the key features of this estimator is its non-parametric nature. It necessitates the
coefficients β̂, which are derived from a Cox regression model. Often, this estimator is known
as the Breslow estimator. Some also refer to it as the Nelson-Aalen estimator, although this
technically pertains to a slightly different method for estimating the cumulative hazard. The
original Nelson-Aalen estimator would replace the sum of exponentiated regression values
in equation (23) with the number of subjects at risk, |Ri|. The introduced modifications in
the proposed estimator can be interpreted as incorporating the attributes of the subjects
at risk, analogous to assigning different weights to various subjects.

2.2 Feedforward neural networks

This section provides a basic description of how feedforward neural networks are built
and explores details, gradually increasing the particularity. Feedforward neural networks
consist of nodes, or neurons, and connections between them. The neurons are grouped into
different layers and connections only exist from one layer to another, as the name suggests,
in one direction. Figure 2 illustrates a shallow and basic feedforward network, along with
an illustration of the feedforward structure.

To build a feedforward neural network more specifically, following the description given by
Bishop (2006, chapter 5), suppose that there are p input variables x = (x1, x2, . . . , xp)

T .
These form the first layer. The second layer, also referred to as the first hidden layer z(1),
is obtained after combining and transforming the inputs from the previous layer, which
can be written compactly as z(1) = h(1)(W (1)x + b(1)). Here, h(1)(·) is an element-wise
applied function called an activation function, W (1) is a matrix of parameters (or weights)
of dimension d(1) × p and b(1) is a vector of d(1) constant parameters referred to as biases.
In Figure 2, the biases are omitted in the network architecture for simplicity, but can be
thought of as inherent in the transformation functions. The magnitude of d(1) determines
the number of components of z(1) and hence the number of neurons in the first hidden layer.
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x1

x2

ŷ

z1

z2

z3

x z ŷh(W  x+b  )(1) (1)
g(W  z+b  )(2) (2)

Figure 2: Example of a feedforward neural network. The top drawing shows the architec-
ture of how inputs are connected to the output through a middle layer of higher dimension.
Nodes are represented as black dots and connections as grey lines. The bottom drawing out-
lines the information flow for the network. Information flows from the input layer, through
transformations, to the hidden layer, which passes through another transformation to pro-
duce the output.

The subsequent layers follow the same structure, i.e. for k hidden layers we have

z(2) = h(2)(W (2)z(1) + b(2)),

z(3) = h(3)(W (3)z(2) + b(3)),

...

z(k) = h(k)(W (k)z(k−1) + b(k)),

ŷ = g(W (k+1)z(k) + b(k+1)).

(25)

The activation functions h(1), h(2), . . . , h(k) are usually but not necessarily the same, but
g(·) should be appropriately chosen for the task at hand. The last layer is called the output
layer and in case ŷ is scalar it can be written as
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ŷ = g(b(k+1) +

d(k)∑
i

W
(k+1)
i z(k)). (26)

In general, as for the choice of g(·), the specific task at hand should govern the number of
output units, i.e. the length of ŷ. We can read out from the sequence of equations above
that if the activation functions are all the identity function, then the model becomes linear
in both its inputs and parameters. Hence, the activation functions are crucial in making
the model able to capture nonlinear patterns. Common activation functions h(·) include
the hyperbolic tangent, the logistic sigmoid function and the rectified linear unit (ReLU),
defined respectively as

tanh(x) =
ex − e−x

ex + e−x
, σ(x) =

1

1 + e−x
, ReLU(x) = max(0, x). (27)

In the supervised learning setting, the output unit function g(·) could for example be the
identity function if we are dealing with a regression problem. The fact that the logistic
sigmoid function ranges between 0 and 1 makes it a suitable choice for g(·) in binary
classification problems, since if the output unit is univariate the model can predict the
respective probabilities of belonging to the two classes.

2.2.1 How feedforward neural networks learn

Similarly to other machine learning methods, feedforward neural networks use a gradient-
based learning approach (Goodfellow et al., 2016, chapter 6). This means that the parame-
ters of the network are learned using the gradient of some pre-specified cost (or loss) function
that measures the distance between the true and predicted values. For convenience, let θ
denote a collection of all the parameters in the neural network model, i.e. all the weights
W (j) and biases b(j) for j = 1, 2, . . . , k, k + 1 in a network with k hidden layers. The cost
function takes the general form

J(θ) =
1

n

n∑
i=1

L(ŷ(xi; θ), yi), (28)

where we made the model’s dependency on x and θ explicit. Before elaborating on this, we
describe how the cost function arises naturally when neural networks adopt maximum like-
lihood theory. Since our model is parametric, it can be used to define a distribution p(y|x; θ)

20



over our response variable y. The distribution then determines the cost function, which is
the negative log-likelihood of observing our training data under the defined distribution. In
other words, assuming there are n training observations, we wish to minimise

J(θ) = −
n∑

i=1

log p(yi|xi; θ) (29)

with respect to θ. The index i here refers to the data observation index and not the entry of
the vector if y or x are vectors. As an illustration, consider the regression problem where we
assume that the likelihood takes the form of a normal distribution. In this case the model
tries to estimate the mean of the normal distribution and the cost function J(θ) becomes
proportional to the well-known mean squared error cost

J(θ) =
n∑

i=1

(yi − ŷ(xi; θ))
2. (30)

If we instead consider the binary classification setting, the underlying distribution is assumed
to be the Bernoulli distribution and the network attempts to estimate the single probability
parameter in the model, yielding the cross-entropy cost

J(θ) = −
n∑

i=1

(yi log ŷ(xi; θ) + (1− yi) log(1− ŷ(xi; θ))) (31)

to be minimised. After designing a network architecture and specifying the cost function,
the next issue we encounter is how to calculate gradients, given the complicated structure
of neural networks. Gradient descent is an iterative approach for updating the parameters
of a model and is needed to train neural networks because solving the optimisation problem

min J(θ) w.r.t. θ (32)

is typically not analytically possible when the cost function is nonlinear in θ. As a conse-
quence, we cannot always expect to find a global minima, but the hope is to find a sufficiently
good local minima, which we seek to realise through several modifications to be discussed
later on. Anyhow, in order to descend the cost into a minima of some sort requires us to
calculate gradients and update
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θ ← θ − ϵ
∂J(θ)

∂θ
, (33)

where ϵ is a constant we discuss in more detail in the following pages.

2.2.2 Back-propagation

The computations are done through a method called back-propagation. It merely uses the
chain rule of calculus to obtain the desired gradients. This is analytically straightforward
and will now be illustrated in a simple one-hidden layer neural network with one input unit
and hidden unit, with ReLU as activation function for the hidden layer and the sigmoid
output unit function. Following the notation from before and adopting the cross-entropy
cost we obtain using eq. (31)

∂J

∂W (2)
=

∂J

∂ŷ

∂ŷ

∂W (2)
=

ŷ − y

ŷ − ŷ2
e−(W (2)z(1)+b(2))

(1 + e−(W (2)z(1)+b(2)))2
z(1). (34)

Similarly the we have

∂J

∂b(2)
=

∂J

∂ŷ

∂ŷ

∂b(2)
=

ŷ − y

ŷ − ŷ2
e−(W (2)z(1)+b(2))

(1 + e−(W (2)z(1)+b(2)))2
. (35)

To derive the gradients for the parameters of the first layer we have to use the chain rule
repeatedly, yielding

∂J

∂W (1)
=

∂J

∂ŷ

∂ŷ

∂z(1)
∂z(1)

∂W (1)
. (36)

The gradient w.r.t. b(1) is evaluated similarly. It is not hard, but somewhat tedious to
generalise this example to the case when W (1) is not scalar but a vector or matrix. To
calculate ∂ŷ

∂z(1)
above we need to adopt a convention for differentiating the ReLU function,

since it is not continuous at 0. If f(x) = ReLU(x) = max(0, x) the convention used in
practice is f ′(x) = 0 if x ≤ 0 and f ′(x) = 1 if x > 0. In the simple illustration for
calculating the gradients we took the input x and output ŷ to be general, but as J(θ) is
typically a sum over several data points, we obtain a sum of gradients when considering
more than one data point.
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2.2.3 Stochastic gradient descent

The way we defined the cost function J(θ) has an equivalent representation up to a scaling
factor in

J(θ) = −Ex,y∼p̂ log p(y|x; θ), (37)

i.e. as an expectation over the empirical data distribution p̂. This implies that calculating
the gradients of the cost function for all observations in the training set is equivalent (again
up to a scaling factor) to calculating the expected value

∂J(θ)

∂θ
= −Ex,y∼p̂

∂ log p(y|x; θ)
∂θ

. (38)

With these representations, it is clear what we are trying to do: compute expectations. To
do this exactly, we need to evaluate the cost for all observations, meaning that we need to
pass all observations through the network and back-propagate to find the desired gradients
using all observations. This can become computationally expensive, especially with a large
number of observations. To address this issue, we use the popular optimisation procedure of
stochastic gradient descent. This involves sampling a number of observations and running
an iteration of the training algorithm using these observations only.

Basic probability theory tells us that no matter how many samples we use, the sample mean
estimates of the expected cost and expected gradient will be unbiased, but increasing the
sample size increases the accuracy of the estimate with less than linear return. Furthermore,
there are often observations in the data set that are very similar to each other, making it
redundant to use all of them for learning. The samples should be drawn without replace-
ment and the size of sample, also called mini batch, is left for the user to decide. Batch
size is one of many hyperparameters for neural networks and could for example be 8, 16,
32 or 64, depending on the circumstances specific to the problem at hand. When we are
done with updating the parameters using one sample we collect a new mini batch of the
same size and repeat. After every observation has made an impact, we are done with one
epoch. The number of epochs regulates how long we train the network and is yet another
hyperparameter, unless techniques to let the training progress decide for itself are used,
such as early stopping (Goodfellow et al. 2016, chapter 7).

Before concluding this subsection and presenting the final optimisation procedure we use
for training, there is one more aspect to address. When updating the parameters of the
model, we multiply the computed gradient estimate with a decaying factor ϵk referred to as
the learning rate, where k indicates the iteration step. This parameter is an essential tool
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for ensuring the success of the optimisation process for several reasons. It slows down the
learning process and in fact, slow learning is a common theme in well performing machine
learning methods and might be one of the reasons for their success. One reason could be to
ensure convergence of stochastic gradient descent, which unlike regular gradient descent is
not guaranteed due to the noise introduced by the random sampling. The sufficient condition
on ϵk for convergence (Robbins & Monro, 1951) is that ϵk should be decreasing and satisfy

∞∑
k=1

ϵk =∞ and

∞∑
k=1

ϵ2k <∞. (39)

These conditions ensure a delicate balance between making updates large enough to allow
the algorithm to reach the solution, while also being small enough to ensure convergence.
The sequence of updates ϵk should be decreasing over time, to prevent large jumps around
the solution, and to refine the estimate gradually. The sum of the ϵk should be infinite,
guaranteeing that the algorithm can make enough total change to reach the solution from
any initial estimate. Lastly, the sum of the squares of the ϵk should be finite, controlling
the variability of the sequence of updates and preventing excessively large jumps, thus
facilitating convergence to the solution.

2.2.4 Adam: adaptive moment estimation

In choosing the learning rate, we will adopt the modern method in which the learning rate
adapts itself according to the training progress. Specifically, we will use the Adam opti-
misation algorithm (Kingma & Ba, 2014) that makes use of adaptive moments. Adaptive
moments are a type of stochastic gradient descent (SGD) optimisation method that com-
putes individual adaptive learning rates for each parameter. In other words, it adapts the
learning rate for each parameter based on the historical gradient information. Adam uses
both the first and second moments of the gradient to update the parameters. The first
moment is the exponential moving average of the gradient, while the second moment is the
exponential moving average of the squared gradient. Adam then updates the parameters by
combining these two moments and scaling the learning rate accordingly. This makes Adam
more efficient than other SGD optimisation methods since it adapts the learning rate for
each parameter, thereby avoiding the need to manually tune the learning rate. Algorithm
1 summarises the Adam optimisation algorithm.

Algorithm 1 can be stopped either by limiting the number of epochs or by checking if
convergence has been achieved, meaning that ϵ ŝ√

r̂+δ
approaches 0. Kingma and Ba (2014)

provide a convergence analysis for this algorithm.
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Algorithm 1 Adam optimisation algorithm

1. Input parameters:

• Step size ϵ (default suggested: 0.001)

• β1, β2 ∈ [0, 1) : Exponential decay rates for the moment estimates (defaults
suggested: 0.9 and 0.999 respectively)

• δ : Small constant to ensure numerical stability (default suggested: 10−8)

• m : Mini batch size to be used

• θ : initial network parameters

2. Initialise:

• s = 0 : 1st moment vector

• r = 0 : 2nd moment vector

• t = 0 : time step

3. While Stopping criterion not met

(a) Shuffle training data into batches of size m, leaving the last batch to possibly be
smaller. This gives B mini batches, say

(b) For i in 1, 2, . . . , B

• Use data in mini batch i

• Compute gradients g = 1
m

∑m
j=1

∂
∂θL(ŷ(xj ; θ), yj)

• Update time step t = t+ 1

• Update biased first moment estimate s = β1s+ (1− β1)g

• Update biased second raw moment estimate r = β2r + (1− β2)g ⊙ g

• Compute bias-corrected first moment estimate ŝ = s
1−βt

1

• Compute bias-corrected second raw moment estimate r̂ = r
1−βt

2

• Update parameters θ = θ − ϵ ŝ√
r̂+δ

(operations are applied element-wise)
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The algorithm computes moving averages, or moments, of the gradient s and the squared
gradient r using exponential decay rates controlled by the hyperparameters β1 and β2.
These averages represent the mean and uncentered variance of the gradient, respectively.
The first moment helps in identifying the general direction in which the parameters should
be updated. The second moment helps in assessing the variability or noise in the gradients.
By considering both these moments, Adam can adaptively adjust the learning rate for
each parameter, allowing for more efficient and robust optimisation. However, since these
averages are initialised as zeros, there is a bias towards zero, especially at the beginning
and with low decay rates (close to 1). To correct this bias, bias-corrected estimates ŝ and r̂
are computed.

To see why bias correction is necessary, consider the recursive formula for the first moment
estimate s(t) given by

s(t) = (1− β1)

t∑
i=1

βt−i
1 g(i), (40)

where g(t) is the gradient computed at time step t in the algorithm. The expected value of
s(t) can be written as

E(s(t)) = E

(
(1− β1)

t∑
i=1

βt−i
1 g(i)

)
= E(g(t))(1−β1)

t∑
i=1

βt−i
1 +c = E(g(t))(1−βt

1)+c. (41)

where c is an error term that comes from approximating all gradients by the current gradient
g(t). If the true first moment E(g(t)) is stationary, then c = 0, but if not, c can be kept small
by appropriately choosing the decay rate β1. This is because small weights are assigned to
gradients in the far past for the exponential moving average. Dividing by the factor (1−βt

1)
corrects for this bias. The case for the second moment estimate r is similar.

The step size taken in updating the parameters at time step t, assuming δ = 0, is

∆t = ϵ
ŝ√
r̂
. (42)

The step size has two upper bounds
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|∆t| ≤ ϵ
1− β1√
1− β2

if (1− β1) >
√
1− β2, (43)

|∆t| ≤ ϵ if (1− β1) ≤
√

1− β2. (44)

For the suggested defaults of β1 and β2, we get 0.1 >
√
0.001 ≈ 0.03, so the first upper

bound holds, even though |∆t| is still smaller than the second bound in most cases. Another
property is the invariance to scaling of the gradients. For example, multiply g by m, which
makes the average gradient of the loss in Algorithm 1 simply a sum. Then we have

∆t = ϵ
mŝ√
m2r̂

= ϵ
ŝ√
r̂
, (45)

which is easily seen from the alternative representation (40).

2.2.5 Parameter initialisation

One of the input parameters in Algorithm 1 is θ, the initial parameters of the network.
Although not a hyperparameter in the strictest sense, it can significantly impact the per-
formance of the model in practice. The bias parameters are typically initialised to 0 (Good-
fellow et al., 2014, chapter 8), while the weights are initialised by sampling from a normal
or uniform distribution with a mean of 0. Various sophisticated methods exist for choosing
the variance of these distributions; for instance, the popular Xavier initialisation employs
the following normal distribution:

W (l) ∼ N(µ = 0, σ2 = 1/d(l−1)), (46)

where d(l−1) is the number of neurons in layer l−1 (l = 0 is the input layer). To demonstrate
the importance of weight initialisation, consider a neural network with a two-dimensional
input and a hidden layer with two nodes. Let the initial biases be 0, and all weights be set

to some constant c. During the first pass of x1 and x2 through the network, we obtain z
(1)
1 =

z
(1)
1 (cx1+cx2) and z

(1)
2 = z

(1)
2 (cx1+cx2), meaning both hidden units will have the same value.

Consequently, the hidden units will influence the cost in the same way and have identical
gradients. Both neurons will learn the same information, as they receive identical updates
throughout the training process. Failing to use a proper weight initialisation technique can
jeopardise the training for other reasons not addressed here.
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Relating to the weight initialisation procedure is the vanishing gradients problem. This issue
is particularly prevalent in deep neural networks, where the gradients of the loss function
with respect to the weights become progressively smaller as we move backward through
the layers during backpropagation. As a result, the weights in earlier layers receive smaller
updates, which can significantly slow down the learning process and potentially lead to
suboptimal model performance. Residual connections, which for instance adds connections
from the input to the deeper layers, skipping the layers in between, can resolve vanishing
gradients problem.

Most issues and successes of neural networks can be traced back to the cost function.
Since the cost function is nonlinear, it can have several local minima, meaning that the
optimisation problem is non-convex. Finding an optimal solution for a non-convex problem
is known to be NP-hard, which implies that there is no known algorithm that can find the
global minimum in polynomial time. In practice, this means for instance that:

1. The optimisation process is more likely to converge to local minima or plateau points,
rather than the global minimum, potentially leading to suboptimal model perfor-
mance.

2. The choice of initial parameter values and optimisation algorithms can have a signif-
icant impact on the quality of the final solution, as they may determine which local
minimum the optimisation process converges to.

3. It can be challenging to determine whether a solution is truly optimal, as there may
be other local minima with similar performance characteristics that have not been
explored by the optimisation process.

Despite these challenges, deep learning models have been shown to achieve remarkable
performance in various applications, often outperforming traditional methods. This success
can be attributed to factors such as the use of advanced optimisation algorithms (e.g.,
Adam), better weight initialisation techniques, and the ability of deep networks to learn
complex hierarchical representations, which can help mitigate the issues associated with
non-convex optimisation problems.

2.3 Neural network for survival analysis: DeepHit

Some other suggested models. Several neural network implementations have been
proposed to handle survival data. Advances have been made in recent times due to the
flexibility and popularity of neural networks. Among the notable contributions is the imple-
mentation DeepSurv introduced by Katzman et al. (2018). Recalling the Cox proportional
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hazards model λ(t;x) = λ0(t) exp(βx), the aim of DeepSurv is to abandon the linearity
assumption and produce a hazard function in the form of:

λ(t;x) = λ0(t) exp(g(x)), (47)

where g(x) is a nonlinear neural network capable of modelling complex patterns and inter-
actions. To train such a network, one uses the usual Cox likelihood as the loss function, and
the network outputs a scalar g(x). Although this model has intriguing applications, such
as personalised treatment recommendations, it has the evident drawback of still assuming
proportional hazards. The model might not perform well if this assumption is not fulfilled
by the data.

Another method, introduced by Hu et al. (2021), employs the Transformer to estimate the
hazard function on a grid of time points. This approach is somewhat more complicated
than a regular feedforward neural network, so it will not be described in more detail here.
It may prove to be a high-performing implementation in the future, but the concept of the
Transformer is quite recent and not extensively exploited, especially in survival analysis. It
shares many similarities with the model we are going to consider, one of which is that it is
a discrete-time model.

Discrete-time neural network models for survival analysis If we let the random
survival time T ∗ be a discrete variable instead of continuous, a new framework has to
be established. We do this following Kvamme and Borgan (2019). The main purpose for
discretisation is that function estimation becomes easier, at least for the kind of neural
networks considered here. Also, the data provided in most scenarios measures time on
a discrete scale, e.g. days or years. Measuring T ∗ on a discrete scale means that T ∈
{τ1, τ2, . . .}, with τ1 < τ2 . . . and define for convenience τ0 = 0 < τ1. The probability mass
function and survival function are similarly defined as

f(τj) = P (T ∗ = τj), P (T ∗ = τ0) = 0,

S(τj) = P (T ∗ > τj) =
∑
k>j

f(τk), j = 1, 2, . . . (48)

respectively. The hazard function can be obtained directly from the survival function via

λ(τj) = P (T ∗ = τj |T ∗ > τj−1) =
f(τj)

S(τj−1)
=

S(τj−1)− S(τj)

S(τj−1)
, (49)
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where we used Bayes’ rule. Note that this implies, unlike in the continuous setting, that
0 < λ(τj) < 1, since S(τj) < S(τj−1). Furthermore, to allow for right-censoring, let C∗ ∈
{τ1, τ2, . . . , τm} be a random variable denoting the censoring time. Similarly as for the
survival time, this variable has a PMF and survival function corresponding to

fC∗(τj) = P (C∗ = τj), P (C∗ = τ0) = 0, (50)

SC∗(τj) = P (C∗ > τj) =
∑
k>j

fC∗(τk), j = 1, . . . ,m, (51)

respectively. Note that the discrete time scale is the same for C∗ as for T ∗, with the exception
of a maximum time point τm on its domain. This maximum time corresponds for example
to the length of a study. In other situations, τm could be unknown. The issue now is that
in reality, we do neither observe T ∗ nor C∗ directly, but instead

T = min{T ∗, C∗}, (52)

D = I(T ∗ ≤ C∗), (53)

where D is the event indicator. Since C∗ ≤ τm, we cannot observe T ∗ > τm, meaning
that we are restricted to model event times distributed on {τ1, τ2, . . . , τm}. If the maximum
censoring time is unknown, we take τm practically to be the largest survival time observed.
Assuming independence between censoring times and survival times T ∗, as per usual for
survival analysis, we retrieve

P (T = t,D = δ) = P (T ∗ = t, C∗ ≥ t)δP (T ∗ > t,C∗ = t)1−δ (54)

= [P (T ∗ = t)P (C∗ ≥ t)]δ[P (T ∗ > t)P (C∗ = t)]1−δ (55)

= [f(t)(SC∗(t) + fC∗(t))]δ[S(t)fC∗(t)]1−δ (56)

=
[
f(t)δS(t)1−δ

] [
fC∗(t)1−δ(SC∗(t) + fC∗(t))δ

]
. (57)

It follows that the two distributions separate, so given that f(t) and fC∗(t) are completely
different models with disjoint sets of parameters, we can estimate these functions separately
by maximum likelihood. However, the censoring distribution is seldom of interest. Thus,
if we only want to estimate the event time distribution, each observation in the dataset
contributes to the likelihood with a factor
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Li = f(t(i);x(i))δ
(i)
S(t(i);x(i))1−δ(i) . (58)

Note that this is the same as in (13), which we derived in the continuous setting. The reason
we took time to go through this derivation is because the DeepHit model partly uses the
loss function

L(θ, x, t, δ) = −
n∑

i=1

logLi, (59)

where θ is the neural network parameters as per usual.

DeepHit. Now we present DeepHit, introduced by Lee et al. (2018). For our experiments,
the model will be a standard fully connected feedforward neural network with a specific loss
function and output type. However, the original implementation allows for expanding the
model to handle competing risk events as well. Competing risk events are events that can
prevent or modify the occurrence of the primary event of interest. For example, we might be
interested in studying the incidence of lung cancer in a population of smokers, where death
from other causes such as cardiovascular disease or respiratory failure would be a competing
risk, as it prevents the occurrence of lung cancer. DeepHit addresses this by employing a
shared network connecting to case-specific networks, with a residual connection from the
inputs to the case-specific networks, which in turn connects to a common output layer. We
do not need to delve deeper into the description as our data will not include competing
risks.

The implementation of DeepHit we will be using follows the general description of Lee et al.
(2018), but incorporates suggested modifications from Kvamme et al. (2019). The output
of DeepHit is a vector,

y = (f(τ1), . . . , f(τm), S(τm)), (60)

where the set of time points τ1, . . . , τm is determined by the user. The cardinality of this
set corresponds to the number of output nodes minus 1. Recall that f(τj) = P (T ∗ = τj)
and S(τm) = P (T ∗ > τm), so y is a model estimate of the PMF of the survival time T ∗.
The reason for including (S(τm) in the output is so that we do not have to assume that
everyone dies before or at time τm. We require

∑m+1
i=1 yi = 1 to have a proper probability

distribution, which is ensured by the use of softmax as the output function,
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softmax: gi(x) =
exi∑m+1

j=1 exj
, i = 1, . . . ,m+ 1. (61)

To obtain an estimation of the survival curve from the model output, we simply have to
sum up individual probabilities according to (48).

Moving on, let κ(t) ∈ {0, . . . ,m} denote the index of the discrete time t, i.e., t = τκ(t). In
the case τj < t < τj+1 for some j, we let κ(t) = κ(τj+1) = j + 1. We can now express the
loss function used by the model as

L1 = −
n∑

i=1

δ(i) log y(i)
κ(t(i))

+ (1− δ(i)) log

 m+1∑
k=κ(t(i))+1

y
(i)
k ,

 (62)

where the first term captures the uncensored observations, while the second term captures
the censored ones. Overall, this loss aims to estimate the time distribution of the event
probabilities. We can express L1 using the survival function as:

L1 = −
n∑

i=1

[
δ(i) log

(
S(τκ(t(i))−1;x

(i))− S(t(i);x(i))
)
+ (1− δ(i)) log

(
S(t(i);x(i)).

)]
. (63)

The second part of the loss function addresses the orderings of the observations, i.e., subjects
with a longer observed time until the event should survive longer than a subject with a
shorter observed time. To handle this, the authors define a second loss as

L2 =
∑
i,j

δ(i)I
(
t(i) < t(j)

)
exp

∑k>κ(t(i))(y
(i)
k − y

(j)
k )

γ

 , (64)

where γ is a hyperparameter. Analysing this loss function, we can see that it includes
two indicators. The first indicator, δ(i), is sensible to include because we do not want to
penalise survival estimates if we do not know the actual survival time. The second indicator,
I
(
t(i) < t(j)

)
, is essential for the exponential factor to make sense. However, if t(i) = t(j),

we would like the survival curves to be similar, and the loss could be improved to capture
this. The last factor is exponentiated to ensure positiveness, and the parameter γ allows us
to decide how heavily to penalise differences. If a subject with shorter survival time indeed
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has lower survival probabilities, larger discrepancies are encouraged, without considering
how much the survival times differ. Note that we can express L2 using the survival function
more comprehensibly as

L2 =
∑
i,j

δ(i)I
(
t(i) < t(j)

)
exp

(
S(t(i);x(i))− S(t(i);x(j))

γ

)
. (65)

Finally, the total loss is determined by

Ltotal = αL1 + (1− α)L2, (66)

where α is another hyperparameter balancing how much we value concordance versus general
goodness of fit. The effect of this hyperparameter can be further analysed if we write

(1− α)L2 =
∑
i,j

δ(i)I
(
t(i) < t(j)

)
exp

(
S(t(i);x(i))− S(t(i);x(j))

γ
+ log(1− α)

)
. (67)

Now, we can see that the two hyperparameters, γ and α, have similar regularising effects,
making it somewhat redundant to have them both. However, we note that γ scales the loss
exponentially, while α has a constant multiplicative scaling effect. Setting these hyperpa-
rameters can be difficult and computationally costly. Unfortunately, making them learnable
like the other parameters of a neural network is challenging, since increasing γ always de-
creases the loss, and if L1 is smaller than L2, then α will be set to 1, causing L2 to be
disregarded.

If we want to generate a continuous curve from the output of DeepHit, we can interpolate
using smoothing splines or any other smoothing technique applied to the step function. The
accuracy of the smoothing would improve by adding more time intervals. From there, we
can take the logarithm and differentiate to obtain the corresponding hazard rate. If we want
to work with a discrete hazard function, we can use

λ(t) =
S(t− 1)− S(t)

S(t− 1)
. (68)

Possible weaknesses of DeepHit. Hu et al. (2021) argue that their Transformer model
can achieve better results since their method uses ordinal regression, and ordinal regression
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is known to perform better than softmax on ordinal data. Ordinal regression recognises the
inherent ordered relationships within the data, allowing for more accurate and contextually
relevant model predictions. On the other hand, softmax is generally more appropriate for
nominal categorical data. The reasoning is that categorical data treated by softmax lack
any inherent order, making it less suited for data where the relative order of the categories
carries significant meaning.

An important remark is that DeepHit makes no assumptions about the functional form of
the hazard function, according to the authors. However, the independence between censoring
and survival time is hard to come by and is implicitly adopted in the training process.
Overall, having no further assumptions can be advantageous as it offers a fully flexible
model. Nevertheless, flexibility comes with its costs, such as lack of interpretability and
training difficulties.

Another possible weakness of the model is due to the ranking part of the loss function. In
order to seek concordance, i.e., correct ordering of subjects, the actual survival probabil-
ities are deprioritised. In fact, inspecting the formula for L2 reveals that smaller survival
probabilities are encouraged since, with everything else unchanged, it decreases the total
L2 penalty.

2.4 Interpretable approximations of complex models

In many situations, knowing why a model produces a particular forecast can be just as
important as knowing if the prediction is accurate. There is a conflict between accuracy
and interpretability because the maximum accuracy for huge modern datasets is sometimes
achieved by intricate models that even experts have trouble interpreting, like ensemble or
deep learning models. To help users interpret the predictions of complicated models in
response, a number of ways have lately been put forth, although it is frequently unclear
how these methods relate to one another and in what situations one method is better. In
the following, we present a unified method to interpret complex models, by perceiving the
explanation of a model’s prediction as a model itself. Of course, the best explanation of
a model is the model itself, provided it is simple enough to understand. When we have a
model that is too complex to understand directly, it is better to define an interpretable
approximation of the original model.

2.4.1 SHAP values

The main idea behind interpretable approximations of complex models is to find a simpler,
more interpretable model that can approximate the predictions of the complex model rea-
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sonably well. These simpler models can help users understand how input features are related
to the model’s predictions, making it easier to interpret the complex model’s behaviour.

The unified interpretation method from which SHAP values are derived was defined by
Lundberg and Lee (2017). This method provides a local explanation of prediction by defining
a model’s prediction for any observation f(x(i)) as

f(x(i)) = ϕ0 +

p∑
j=1

ϕj(f, x
(i)
j ), (69)

where ϕj(f, x
(i)
j ) ∈ R is the SHAP value for observation i and explanatory variable j, based

on the prediction model f , and ϕ0 is a constant. The preceding formula was originally
formulated as an approximation of f(x(i)) based on using a latent input space x′ ∈ Rq

instead of x ∈ Rp where q < p, but for our purpose, we do not need to take this approach.
It is an additive model that can be used to compare the coefficients ϕj(·), j = 1, . . . , p in
a straightforward manner. As defined, this is a local explanation method, meaning that it
provides explanation of a model’s prediction for a particular observation. To use it as a
global explanation method, i.e. to describe what explanatory variables are important for
the overall prediction, we may use

ϕ̄j =
1

n

n∑
i=1

|ϕj(f, x
(i)
j )|. (70)

Using simply the mean and not mean absolute SHAP values is not a sensible approach as
an explanatory variable can impact the prediction in both directions.

We have now seen that a prediction by a model can be decomposed as a sum of a certain
base value and the individual contributions from the explanatory variables. Next up we
address how SHAP values can be calculated.

SHAP values are a modification of Shapley values, a concept that originates from coop-
erative game theory. In this context, each explanatory variable is considered a player in
a game, with the objective of measuring the player’s contribution to the prediction while
accounting for other players’ influence. The prediction serves as the payoff in this game.
Shapley values were first introduced by Ferguson (1959) to evaluate the relative impor-
tance of explanatory variables in multivariate linear regression models, particularly in the
presence of multicollinearity, where effect parameters can be unreliable.

To compute these values, predictions are compared when a variable is present in the model
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versus when it is absent. Let F be the set of explanatory variables with cardinality |F | = p.
Consider a subset of variables S ⊆ F \ {j} that excludes explanatory variable j. We train
a model fS∪{j} with the variable present and another model fS with the variable absent,
denoting the input variables corresponding to set S as x{S}. The proposed estimation is

ϕj(f, x
(i)
j ) =

∑
S⊆F \ {j}

|S|!(|F | − |S| − 1)!

|F |!
(fS∪{j}(x

(i)
{S}∪{j})− fS(x

(i)
{S})). (71)

This equation takes the sum over all possible subsets and calculates a weighted average of
the difference in prediction output. The factor

|S|!(|F | − |S| − 1)!

|F |!
(72)

is the reciprocal of |F | choose |S|, the possible number of subsets, divided by (|F | − |S|)
since the subset size must be smaller than |F |. This ensures proper weighting of differences

for various subset sizes. To avoid confusion in notation, the function f input to ϕj(f, x
(i)
j )

can be thought of as the general prediction method used, such as linear regression in this
case. By letting ϕ0 = f∅(∅) correspond to the intercept of the model, we retrieve formula
(69) for the full model.

Although the previously described method establishes an intriguing connection between
game theory and mathematical statistics and can be useful even if the underlying model is
not linear, it is often infeasible to perform the calculations in a modern setting where the
input space has high dimensionality. If our model is nonlinear, formula (69) is not exact,
but becomes a local linear approximation of the true function. To make the computations
more efficient in general, we need to make further approximations.

SHAP values, as introduced by Lundberg and Lee (2017), are somewhat abstract, and

several methods have been proposed to estimate them. Instead of calculating fS(x
(i)
{S}) as

in (71), they advocate for using the conditional expectation

E[f(x(i))|x{S}] ≈ ESc|S [f(x
(i))]. (73)

Here, Sc is the complement of S. The purpose of using the first conditional expectation is
that we do not need to retrain a model for every subset of variables, but can instead use
the original full model. This is an approximation under the assumption that the model’s
predictions are approximately linear in the subset of features S. The second approximation
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to ESc|S [f(x
(i))] is exact if the underlying model is additive and is made to ensure efficient

computations. The approximations are done similarly for fS∪{j}(x
(i)
{S}∪{j}).

Limitations of SHAP values. While SHAP values provide a powerful way to interpret
complex models, they have some limitations, including except what is already mentioned
that they are model-agnostic but not entirely universally applicable. Some models, like re-
current neural networks and certain Bayesian models, may not be easily explainable using
SHAP values. Furthermore, SHAP values primarily provide local explanations, meaning
they explain individual predictions. While they can be aggregated to create global expla-
nations, this aggregation might not always provide the best overall understanding of the
model’s behaviour. Also, SHAP values can be sensitive to the input representation of the
data, meaning that different feature engineering choices could lead to different interpreta-
tions. This can make it challenging to determine the best representation for interpretability
purposes. The last issue is especially relevant for this thesis.

SHAP values for neural networks. We propose our own approach for calculating
SHAP values based on formula (71). From the definition of neural networks, we know that
setting an input variable to 0 eliminates all its connections to the second layer. Thus, a
model with one input variable always set to 0 is essentially the same as a model without
that variable. Moreover, since a model with or without certain explanatory variables shares
many characteristics, we do not need to train all models in (71) from scratch. Instead, we
train the full model first and then fine-tune each smaller model by running the training
algorithm for a few more epochs, enough to make a significant update. The approach we
take to calculate the SHAP value for explanatory variable j can be summarised as follows.

1. Train the full neural network model f .

2. For each subset of explanatory variables S ⊆ F \ {j} of decreasing size:

• Train the model fS∪{j} by continuing to train f for 5 epochs with all variables
except S ∪ {j} set to 0.

• Train the model fS similarly for another 5 epochs.

• Calculate their difference.

3. Retrieve the SHAP value ϕ̂j after weighing and taking the sum as in (71).

We choose decreasing subset sizes in the second point above for training efficiency. Since
we train the full model first, we want to make small changes to the model we are retraining
for each subset. The choice of 5 epochs is based on empirical results on the chosen dataset,
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as we found that most training progress was made within 5 epochs. We use a hat on ϕj

in step 3 to emphasise the approximation of the actual Shapley values, which only hold
for additive models. Note that a significant amount of time is saved by performing the
prediction difference calculation in step 2 simultaneously for all observations. In the end,
we obtain one SHAP value for each observation and explanatory variable.

In our case, f will not be a scalar, but a probability mass function. There are several options
for addressing the issue of f being multidimensional. We will take f to be the median survival
time, which is more suitable than the mean for survival analysis. The median survival time
is determined by the PMF and simplifies the original output of the model. This introduces
a previously untouched aspect of SHAP values. As they are defined, their primary use is for
regression problems. This limitation restricts their applicability to a single problem domain,
but it also opens up possibilities for exploring generalisations.

As discussed earlier, our approach is not feasible if there are too many input variables. In
such cases, an alternative would be to sample uniformly from the power set of variables.
This is similar to employing dropout on the input layer, a popular regularisation technique.

To verify the consistency of the proposed approach for calculating SHAP values, one can
set up a basic simulation case where the effects of covariates are additive, so that the
contribution of each variable is precisely known. This would help in assessing the accuracy
and reliability of the calculated SHAP values in comparison to the true contributions.

In conclusion, the method we have proposed for calculating SHAP values is an extension of
the original approach, making it applicable to more complex models like neural networks and
survival analysis. However, it’s important to keep in mind the limitations and assumptions
made in the process. Specifically, the method’s feasibility depends on the number of input
variables, and the approximations may be difficult to check if they are reasonable. Finally,
when interpreting the results, it’s essential to remember that SHAP values provide an
approximation of each variable’s contribution. The contribution of an explanatory variable
is in this context defined as how much the actual prediction will differ from the mean
prediction is at the current level of the explanatory variable, in the presence of the other
variables.
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3 Results and discussion

3.1 Evaluation metrics

Evaluation metrics serve as crucial yardsticks for gauging the performance of models, espe-
cially when comparing those with distinct cost or likelihood functions. These metrics furnish
an objective lens, providing quantifiable insights into the model’s predictive prowess. An
arsenal of dependable evaluation metrics is therefore instrumental not only in assessing the
model’s current performance, but also in illuminating potential avenues for further refine-
ment and enhancement.

3.1.1 Time dependent C-index

The concordance index (C-index), a widely-used performance measure for survival models,
was initially introduced by Harrell et al. (1982). It is calculated as the proportion of con-
cordant pairs of observations, where a concordant pair represents a pair in which the event
for an individual with a higher predicted risk occurs before the event for an individual with
a lower predicted risk. Extensions to the C-index were made by Antolini et al. (2005), and
are now implemented in most programming packages for survival analysis. Specifically, let
t(i) and t(j) be the survival times for individuals i and j, and let 1− Ŝ(t(i)|x(i)) = F̂ (t(i)|x(i))
and 1 − Ŝ(t(i)|x(i)) = F̂ (t(i)|x(j)) be their corresponding predicted risks at time point t(i).
The C-index is defined as, when using the survival function instead of the CDF,

Ĉtd =

∑
i<j I(t

(i) < t(j), δi = 1) · I(Ŝ(t(i)|x(i)) < Ŝ(t(i)|x(j)))∑
i<j I(t

(i) < t(j), δi = 1)
, (74)

where δi is the event indicator for individual i. Moreover, the indicator function I(t(i) <
t(j), δi = 1) has two arguments and takes the value 1 if both of them are true. The formula
essentially divides the number of concordant pairs by the number of concordant and dis-
cordant pairs (put differently, comparable pairs). If one individual has a shorter survival
time than another individual and a higher estimated probability of experiencing the event
up until the time point of the event, we have a concordant pair. It essentially estimates
the probability that two individuals are concordant given that they are comparable, which
corresponds to averaging the probability

Ctd = P (Ŝ(t(i)|x(i)) < Ŝ(t(i)|x(j)) | t(i) < t(j), δi = 1), (75)
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Figure 3: Manhattan distance as a measure of evaluation. Two survival functions are dis-
played in different colours. We sum up the individual errors at each time point e1, . . . , e4 to
get the total discrepancy, which is used for evaluation.

over i, j. First, going back to (74), note that the time point t(i) is used for calculating the risk
for both individuals, which is necessary as the cumulative risk always increases and thus we
cannot use different time points when comparing. Secondly, since censored observations do
not reveal the actual survival time, we cannot compare their risks. Hence, pairs of censored
observations are completely disregarded. Still, if individual i is uncensored and t(i) < t(j),
the individuals are comparable regardless of whether individual j is censored. The measure
ranges from 0 to 1, with 1 corresponding to perfect ranking of individuals.

3.1.2 Manhattan distance

When we know the true survival function, the absolute distance between the estimated
and the true curve is a natural measure. This is also referred to as Manhattan distance.
An illustration is provided in Figure 3, where two different survival functions are drawn
and we measure the total absolute difference between them. We can then take the average
discrepancy across all validation observations as a performance measure.

Mathematically, we can express the formula for Manhattan distance in the context of sur-
vival analysis between a survival function S and an estimate Ŝ as
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Mdist(S, Ŝ) =
1

n

n∑
i=1

m∑
j=1

|S(τj |x(i))− Ŝ(τj |x(i))|. (76)

More precisely, the inner sum of this equation is the Manhattan distance indicated in Figure
3, and Mdist is the average over n observations. We can see that Mdist is bounded by 0 below
and bym, the number of time ticks used, above. We could divideMdist bym to get a measure
always in the range 0 to 1, but the measure is solely used to compare different models, so we
avoid doing this. Note also that we have no guidelines except intuition to what values are
good or bad in a universal sense. Overall, this measure is a good complement to the C-index
as it measures the closeness of fit, but does not directly account for ranking of individuals.

As mentioned in the beginning, this measure is only applicable when we know the true
survival function. It completely ignores the actual survival time and censoring status, as
they are stochastic.

3.1.3 Integrated Brier score

If we do not have access to the true survival function, which is the case when we are working
with real data, the Brier score provides a good evaluation measure alternative that focuses
on closeness of fit rather than ranking of individuals. It has been generalised by Graf et
al. (1999) from a binary classification setting to the survival analysis setting with censored
observations. We define it as

BS(t) =
1

n

n∑
i=1

[
Ŝ(t|x(i))2 · I(t(i) ≤ t, δi = 1)

Ĝ(t(i))
+

(1− Ŝ(t|x(i)))2 · I(t(i) > t)

Ĝ(t)

]
, (77)

where Ĝ(t) is the Kaplan-Meier estimate for P (C∗ > t), i.e. the censoring survival function.
The role of Ĝ(·) is to weigh scores, such that longer survival times are given higher weights,
since the survival function by definition is smaller for larger t. The weight given corresponds
to the inverse censoring distribution. If it happens to be in a situation similar to the third
simulation experiment described later on, where all observations are censored if the time
reaches a specific time point, then Ĝ(t) = 1 for all t smaller than this time point. We use
the Kaplan-Meier estimate of C∗ instead of T ∗ or T = min(C∗, T ∗) in the formula. This
is to account for censoring information, i.e. the probability of being censored at a specific
time point, yielding more accurate survival probabilities.

To gain better understanding, we take a simple example. Assume that individuals either
experience an event at time 1, 2 or 3, and censoring occurs at time 1 with probability 1/2.

41



For a single individual experiencing the event at time 2 without being censored, we have
BS(1) = (1 − Ŝ(1|x(i)))2 · 2. Now, the lower the score, the better, so we want Ŝ(1|x(i)) to
be large. Similarly, we have BS(2) = Ŝ(2|x(i))2 · 2 and thus we want Ŝ(2|x(i))2 to be small,
which aligns with the intuition. Since a subject cannot survive past time 3, the survival
function should be 0 for t ≥ 3.

Further examination of (77) reveals that censored observations with t(i) < t does not con-
tribute to the score. This makes sense as we do not know whether the actual survival time
is larger or smaller than t. The squares in the formula arise from its earlier definition of
being a mean squared error estimate.

To obtain a single value over an entire time interval, we integrate the Brier score to obtain

IBS =
1

T2 − T1

∫ T2

T1

BS(s)ds. (78)

This is the integrated Brier score we use for evaluation. The integral is approximated nu-
merically in applications and our implementation will set T1 to be the smallest observed
time in the validation set and T2 will be the largest. We use 100 time points in between for
the integration, supported by Kvamme et al. (2019).

3.2 Optimisation procedure

To perform a fair evaluation of our models, we need to split each dataset into a training
and validation set. We will use a validation set consisting of 30% of the data points for
the simulation experiments. For the colon cancer dataset, we will instead use 20% due to
its limited size. However, we will not have a separate test set for the ultimate comparison
of models. It is somewhat controversial to use a single validation set for both selecting a
model’s hyperparameters and evaluating its performance, but in our setting, it is justified.
Our study focuses on model selection rather than providing a final, unbiased performance
estimate, which is typically the purpose of a test set. Moreover, the purpose of validation
data here is not only to select hyperparameters but also to ensure that we are not overfitting
the training data.

3.2.1 Choosing time points

Due to the nature of DeepHit and discrete survival analysis in general, we need to define the
time points for which we seek to estimate the survival probabilities. Even in situations where
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the survival data is inherently discrete, it is often desirable to create a more coarse grid of
time points instead of using the full discrete time scale provided by data. One example is to
reduce the number of parameters in a neural network. The obvious way to achieve such a
grid for a defined interval [0, τ ] is to set 0 = τ0 < τ1 < · · · < τm = τ , with τi = i · τ/m. This
creates a grid with equidistant time intervals. One obvious drawback is that time intervals
will contain different numbers of observations, possibly making the estimation unstable.
Therefore, we adopt a more sophisticated approach.

We define the time grid based on quantiles of the survival function S(t). For our simulated
datasets, we have access to S(t), but in general, this is not the case. Hence, we will estimate
it by the Kaplan-Meier curve Ŝ(t). Each time interval will then correspond to a decrease

of 1−Ŝ(τ)
m in the estimated survival function. Note here that τ represents the largest event

time and it is not for certain that every subject has experienced the event by this time. To
retrieve the time points after the quantiles have been settled, one solves

Ŝ(τi) = Ŝ(τi−1)−
1− Ŝ(τ)

m
, (79)

with Ŝ(τ0) = 1. We do this separately for all datasets, and a visualisation is shown in
Figure 4, which depicts a discrimination grid example for our first simulated dataset. In the
plot, the vertical dashed lines represent the time points where the survival function is to be
estimated by modelling. Hence, these will be the time points where we evaluate the models
as well. We can see that the gap between the time points grows larger over time, as events
occur less frequently with time.

Choosing the number of time points m is ultimately an assessment task for the user. While
having a larger m provides a smoother estimate, with limited training data, the estimation
becomes more difficult. In other words, the more time points we have, the worse the accuracy
becomes for the estimation at each time point. We also have to factor in the characteristics
of DeepHit. For every increase of m by 1, we increase the total number of parameters by
1 plus the number of nodes in the last hidden layer. Furthermore, most neural networks
used for prediction output one or a few values from a larger amount of input variables.
Here, we are possibly looking at a situation where the input dimension is smaller than
that of the output. Still, we need a sufficient number of time points to have a meaningful
representation. With this in mind, we will choose m between 15 and 30, depending on
the dataset. An alternative to increasing m to obtain smoothness is to apply interpolation
methods, such as those discussed in Kvamme and Borgan (2019).
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Figure 4: Example of the quantile approach to determine time points of evaluation. The
vertical dashed lines show the discretisation grid and each interval corresponds to equally
sized decreases of the survival curve, indicated by the horizontal dashed lines. The curve
does not go down to 0 because there are still people at risk after the last observed event.

3.2.2 Neural network training

Training and optimising a neural network is not a trivial task by any means. Most other ma-
chine learning methods are more straightforward to train, and cross-validation can be used
to set hyperparameters. However, when it comes to neural networks, there is an abundance of
hyperparameters, settings, and other features, making it intractable to use cross-validation
for finding the best performing model. Furthermore, in applications where neural networks
are used today, training takes a significant amount of time, making it inappropriate to use
cross-validation. With that said, we will rely on existing implementations and relevant sug-
gestions to build the neural network models. We train our neural networks using the pycox
package in Python.

Avoiding overfitting is perhaps more important than using optimal hyperparameter values.
Numerous methods exist to address this issue as well. The Adam optimiser described earlier
can somewhat alleviate the problem by shrinking the learning rate, but ultimately we will
rely on manual inspection of the training and validation error curves to spot overfitting. A
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Figure 5: Two theoretical examples of how training and validation loss evolves the longer a
model is trained. Algorithms seek to decrease training loss without taking into consideration
how well the model can generalise. A) shows a situation where the model starts to overfit
as the number of epochs increase, seen by the discrepancy of the two curves. B) shows a
situation where the validation loss starts increasing but then decreases again, and early
stopping may sub-optimally cause the algorithm to stop training at this point.

toy example for illustration is given in Figure 5, where the issue with a popular overfitting
prevention technique is highlighted. This technique, called early stopping, is in its most
basic form just an instruction to the algorithm to stop training when the validation error
starts to increase.

Two problems with training neural networks are showcased in Figure 5. A naive training
strategy is to set the number of epochs at some level and use the fully trained model,
without validating the losses. In that case, we could end up in a situation similar to A),
where the model’s ability to generalise would benefit from less training. To avoid such a
situation, early stopping can be used. However, it is not impossible for the validation loss
to start increasing and then decrease again to reach even lower levels of error, as shown
in B). In this situation, it is better to train the model for many epochs until we are more
certain the validation loss will not decrease further. Afterwards, we can use the weights and
parameter values obtained after the optimal number of epochs, indicated in the figure.

Real-life examples of training and validation loss curves are usually not smooth, due to the
stochastic gradient descent. In general, the larger batch size we have, the less volatile the
training will be. An example from our experiments is shown in Figure 6, where a model
was trained on the third simulated dataset. We can see that after around 40 epochs, there
is no further significant increase or decrease in the validation loss. We can also see that the
training loss keeps decreasing, although at a very slow pace, which eventually might lead
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Figure 6: Training and validation loss when training a model on the third simulated dataset.
Both losses decrease and stabilise quickly.

to overfitting. Overall, we would probably benefit from reducing the number of epochs for
this particular experiment.

There are several procedures that can be used to check whether the training algorithm
has converged. The easiest way is arguably to monitor the sizes of the updates produced
by the Adam algorithm and see if they converge to 0. As the main point of this paper is
not to optimise neural networks, we will not go into more detail. The takeaway from the
preceding paragraphs is that we train our neural networks for many epochs and look at the
iteration where validation error is smallest, meaning that we rely on manual assessment of
convergence or reach of optimum. When we compare performances of different models to
determine, for example, what architecture to use, we will take the smallest validation loss
obtained during training as a reference point.

46



Figure 7: Survival and censoring times for the three simulations, from the first to the third.
Both the actual and censored times exhibit varying distributions.

3.3 Comparison on simulated data

3.3.1 Simulation methods

In this study, we have chosen three different simulation approaches to thoroughly evaluate
the performance of our models under various scenarios. These simulation methods have been
designed to represent a wide range of survival time distributions and censoring mechanisms,
which are common in real-world survival analysis problems. By employing exponential,
Weibull, and lognormal distributions, we aim to cover a broad range of hazard functions,
from constant to monotonically increasing and more complex shapes. Furthermore, these
simulations allow us to test the model’s robustness and adaptability under different violation
levels of the proportionality and linearity assumptions.

The selected censoring mechanisms reflect practical situations commonly encountered in
survival analysis, such as study time limitations, competing risks, or event-independent
censoring. Through these simulations, we can assess the model’s ability to handle diverse
censoring patterns and evaluate its performance under different censoring rates. In essence,
the chosen simulation approaches provide a comprehensive test basis for our models, en-
suring that the results and conclusions derived from these experiments are insightful and
applicable to a wide range of real-world survival analysis problems. The limitation is that
we assume well-known distributions when simulating data.

Before describing how the data points for the simulations are generated, we show the survival
times for the three experiments in Figure 7. All simulations include 3000 data points each.
The experiments are conducted to give distributions of diverse shapes. Even though sam-
ples are drawn from the exponential, Weibull, and lognormal distributions respectively, the
censoring mechanism alters the actual distributions. Only for the third simulation, shown
in the rightmost plot, the blue bars represent the true distribution, with its tail being cut
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off and stacked into the orange bar.

First simulation. In the first experiment, we simulate survival times from the exponen-
tial distribution with density f(t|x) = λ(t|x) exp(−tλ(t|x)). Here, λ(t|x) is both the rate
parameter and the hazard rate, which is in fact independent of time. Hence, we simply
define λ(t|x) = c ∗ exp(βx), and the inverse of this quantity is the mean survival time for
a particular subject. We let c = 1, or in other words λ0(t) = 1. Thus, we assure that the
linearity and proportionality assumptions are fulfilled. We simulate the covariates x with
no correlation and set the effect parameters β at both negative and positive values. The
covariate vector x is 15-dimensional and consists of 10 binary variables with varying success
probabilities, 2 normally distributed variables with different variances, and 3 uniform, one
of which is designed to emulate an ”age” variable, commonly included in real datasets.

To evaluate survival probabilities for a given subject, we can simply take 1 minus the
cumulative distribution function

P (t ≥ t(i)) = 1− F (t(i)|x(i)) = exp(−t(i)λ(t(i)|x(i))) = exp(−t(i) exp(βx(i))). (80)

To synthetically make some observations censored, we simulate for each survival time a
uniformly distributed variable and let the observed time be the minimum of the two. Hence,
if the uniformly distributed random variable is smaller than the simulated survival time, we
make the corresponding observation censored and set the observation time to the uniformly
distributed variable. This was adjusted to yield around 30% censored observations. The
used censoring approach can be motivated by real-world examples where the time for the
end of the study is set and subjects enter the study at random time points, similarly to the
real dataset we will study later on.

Second simulation. For the second experiment, we simulate survival times from the
Weibull distribution, which is much more flexible than the exponential distribution. The
density function is

f(t|x) = k

λx

(
t

λx

)k−1

e−(t/λx)k , (81)

and letting k = 1 gives the exponential distribution. Here, λx is a scale parameter we will
make dependent on the covariate values. The hazard function for the Weibull distribution
is
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λ(t|x) = k

λx

(
t

λx

)k−1

. (82)

For this experiment, we want to keep the proportional hazards assumption, but abandon
the log-linearity assumption. Hence, we wish to specify λ(t|x) = λ0(t) exp(g(x)). We fix
k = 3, meaning that the hazard rate increases quadratically in time, and using the above
the baseline hazard becomes λ0(t) = 3t2. This means that λx = exp((−1/3)g(x)) and using
a 5-dimensional input we define the nonlinear function

g(x) = x1x2 + x3x4 + x21 + x32 + sin(x3) + cos(x4) + log(x5), (83)

where all covariates are uncorrelated and simulated from uniform distributions on different
scales. It is possible to deduce that the mean survival time is decreasing in the covariates
x1, x2 and x5.

The theoretical survival function becomes

1−
∫ t

0
f(t|x)dt = exp(−(t/λx)

k) = exp

(
− t

exp(−(1/3)g(x))

)3

. (84)

To introduce censoring in this experiment, we sample for each survival time a realisation
from the exponential distribution, and take the minimum of the two. This means that if
the sample from the exponential distribution is smaller than the corresponding simulated
survival time, we right-censor the observation and let the sample from the exponential dis-
tribution be the observed time. Large survival times are thus likely to be censored. The
mean of the exponential distribution was adjusted to yield around 30% censored observa-
tions. To motivate the carried out censoring method, we can think of a situation where
death is not of main interest but rather recurrence of disease or similar. In this case, the
time of death might be exponentially distributed and interrupt the follow-up study.

Third simulation. One way to simulate survival times from a distribution with an ar-
bitrary non-negative hazard function λ(t|x) is to use Monte Carlo simulation. The hazard
rate method of simulation can be used if we ensure that λ(t|x) ≤ λ is bounded by some
constant λ for all t ≥ 0 and

∫ ∞

0
λ(t|x)dt =∞. (85)
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The procedure is as follows.

1. Simulate a Poisson process with rate λ.

2. With probability λ(s|x)
λ , accept an event that occurs at time s.

3. The time of the first accepted event is a realisation from the desired distribution.

With enough realisations, we can get a good estimate of the probability density function
for the survival time.

Another more direct approach could be used in the discrete-time framework. Specify an
arbitrary non-negative hazard function and ensure it is bounded above by 1, which can
be accomplished by applying the logistic transformation. Recall that this is a requirement
when working with discrete survival times. From previous sections, we know that the prob-
ability mass function can be obtained directly from the hazard function, making simulation
straight-forward.

We adopt neither of the above approaches and choose to instead work with a well-known
probability distribution yet again. This is done for convenience, as having an analytical
formula for the density function is beneficial and assuming a discrete hazard function is
restricting. This time, consider the lognormal distribution

f(t|x) = 1

tσ
√
2π

exp

(
−(ln t− µx)

2

2σ2

)
. (86)

We let the covariates x be embedded in the parameter µx of the distribution. Specifically,
our experiment uses 4 covariate variables and we set

µx = 2x1 +
1√

1 + x2
+ log(1 + x3) + x4, (87)

where x1, x2, x3 are simulated from different uniform distributions and x4 is a binary vari-
able. This gives us a hazard function λ(t|x) = f(t|x)

1−F (t|x) that is nonlinear in the covariates
and t, and does not have proportional hazards with respect to the covariates. At the same
time, it offers us straight-forward simulation where we know exactly how the mean relates
to the covariates. Note however that µx is not the mean of this distribution and σ2 is not
the variance. We set σ2 = 0.1 to reduce randomness compared to the previous simulations.
For evaluation later, the survival probability for a realisation is of course 1− F (t(i)|x(i)).
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To make some observations censored, for each survival time we use a cut-off such that all
survival times exceeding this cut-off time are censored at the cut-off time. The maximum
observed time will in this case be 15, which was chosen to obtain a censoring fraction of
around 20%. This censoring approach is supposed to mimic a study where every subject is
followed up for a fixed amount of time, unless death occurs earlier.

3.3.2 Neural network architecture and hyperparameters

The selected hyperparameters in Table 1 were chosen based on a combination of empirical
evidence, manual experimentation, and common practices in the field. This approach was
taken to provide a balanced and effective starting point for the model, allowing it to adapt
and perform well across diverse datasets. It is essential to note that the performance of the
model could potentially be further improved by fine-tuning these hyperparameters for each
specific dataset. However, given the limited computational resources and the focus of this
study on providing a unified framework, the chosen settings offer a practical and efficient
solution for training the neural networks.

For the three hyperparameters in the table set by manually trying different values, experi-
menting was done on the third simulated dataset, since in theory it has the most complicated
structure. With limited computational power, we can only vary one parameter at a time
and keep the others fixed. Our motivations in Table 1 are not thorough, but does at least
give some insight of the thought process behind determining the settings.

An important side note has to be made regarding the motivation of α in Table 1. We cannot
rely on validation loss to assess which parameter value works the best, since αL1 can be
much bigger than (1 − α)L2 even if α is small. Hence, performance here is measured in
terms of Manhattan distance score. Furthermore, our experiments showed that the test
results were very sensitive to the choice of both α and γ, highlighting a potential weakness
of the model.

3.3.3 Performance measure scores for the simulations

In Table 2, we show the results combined from all simulations. We can see that DeepHit
achieves lower scores for all experiments in terms of Manhattan distance, in fact much lower
for the second and third simulation. This was expected as only data from the first simulation
fits the assumptions of Cox regression. Furthermore, since the same amount of time steps
were used in all experiments, we can compare the scores between experiments as well. Hence,
we can see that the estimated survival curves in the third experiment were estimated the
best for the neural network model. Both models struggles with estimation for the second
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Hyperparameter Value Motivation

Activation function ReLU
Fast training and used by Lee et al. (2018). This is
used across all hidden layers.

Weight initialisation Xavier
Introduced earlier in this paper and recommended
by DeepLearning.AI (Katanforoosh & Kunin, 2019)

Optimiser Adam

Often used as the default optimiser in modern ma-
chine learning. β1, β2, δ set to default. For step size
(ϵ) see below.

DeepHit specific hyperparameters

γ (amplification pa-
rameter in L2)

1
The parameter is somewhat redundant in the pres-
ence of α below. We fix it at 1 to reduce the number
of factors and vary α instead.

α (tradeoff between
L1 and L2)

0.7
Tested 0.2, 0.5 and 0.8. Performance was much
worse for the smaller α and slightly worse for
α = 0.8.

Remaining hyperparameters set by manual testing

Architecture 2-3-5

(Meaning three hidden layer network with hidden
nodes 2, 3 and 5 times the input dimension, respec-
tively.) We tested 2-3 and 3-5 as well, with worse
results. We avoid deeper and wider networks to sim-
plify the training process.

Mini batch size 32
A size of 8 yielded unstable and worse results, and
a size of 128 stabilises the loss, but at a higher
minimum.

Step size (ϵ) 0.001
A value of 0.0001 resulted in too slow learning, and
a value of 0.01 resulted in too fast learning with
worse outcome.

Table 1: Hyperparameters and their settings for the neural networks trained on the three
simulated datasets.

Manhattan distance between survival functions

Model Simulation 1 Simulation 2 Simulation 3

CoxPH 0.803 3.443 0.825

DeepHit 0.726 1.725 0.344

Concordance index

Model Simulation 1 Simulation 2 Simulation 3

CoxPH 0.585 0.890 0.922

DeepHit 0.594 0.956 0.821

Table 2: Results reported as Manhattan distance and concordance index for all simulations.
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Figure 8: Estimated and true survival curves for two random individuals. The DeepHit

model is able to fit the true curve rather closely, while the Cox model is struggling somewhat.
The sample is taken from the third simulation.

simulated dataset. In particular, the generalisation seems to fail for some observations, since
by looking at estimated survival curves we find that it is severely misestimated for a few
observations.

For illustration, Figure 8 shows the estimated and true survival curves from the third sim-
ulation for two random individuals. We can see that the Cox model fails to adopt different
shapes of the survival function for different individuals. Although this is a theoretical ex-
ample on simulated data, it exhibits the flexibility of DeepHit and the limitations of Cox
regression.

Going back to Table 2, we can see that DeepHit achieves higher concordance scores for
the first and second simulation. Perhaps a bit surprisingly, the Cox model scores a better
concordance index for the third simulation. Even more surprisingly is the high score in
comparison to the other experiments, despite the nonlinearity. This is probably because
the third experiment uses the smallest set of covariates. The highest concordance index
is achieved by DeepHit for the second experiment, indicating that observations were the
easiest to differentiate from each other here, even though the model struggled with fitting the
survival curve. Note that there is a tradeoff between optimising likelihood and optimising
concordance when training the DeepHit model. The experiments were very sensitive to
changes in the tradeoff parameter α, so we would have ended up with different results had
we chosen other optimising priorities.

A possible weakness of a model can be that it systematically over- or underestimates the
true survival function. A check for simulation 3 shows that neither method does this. The
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check is done by removing the absolute value in the formula for computing the Manhattan
distance and see whether the average deviates a lot from 0. For the second experiment,
the check shows that DeepHit overestimates somewhat (0.06 on average), and CoxPH over-
estimates the survival substantially with an average of 0.14, i.e. the accumulated survival
probabilities are overestimated by 0.14 units. In cases where the models overestimate sur-
vival probabilities, calibration methods could be applied to improve the accuracy of the
predictions.

Diagnosing the poor results for the first simulation, CoxPH probably struggles with the
larger amount of covariates. Both models systematically overestimate the survival probabil-
ity, especially CoxPH. It may be due to the structure of data, that it has much randomness
in the distribution of survival times and a considerable probability of very large survival
times, which is because of simulation from the exponential distribution.

In summary, the results from the simulations highlight the advantages of the DeepHit

model over the traditional CoxPH model in terms of flexibility and ability to capture non-
linear relationships. However, the concordance index results reveal that the Cox model can
still perform surprisingly well in certain situations, such as the third simulation, where
it achieved a higher concordance score than DeepHit. This indicates that the Cox model
can still differentiate between observations relatively well, even when faced with nonlinear
relationships.

3.4 Comparison on real data and DeepHit interpretation

3.4.1 Data description

The dataset encompasses a study on colon cancer, where patients underwent various treat-
ments with the aim of enhancing their chances of prolonged survival. The data can be found
in the R package survival, and we adhere to the same preparation procedure as outlined by
Sundrani and Lu (2021), which involves removing redundant variables and recoding cate-
gorical variables. Additionally, the data addresses cancer recurrence, which can be perceived
as a competing risk; however, we opt to focus solely on the time to death, irrespective of
recurrence. The dataset contains 929 observations.

There are 10 explanatory variables, which consist of the following types.

• 5 binary variables: sex, obstruct (obstruction of colon by tumour), perfor (perforation
of colon), adhere (adherence to nearby organs) and surg (short or long time from
surgery to registration). Sex is balanced, whereas the other variables are unbalanced
toward the baseline level.
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Figure 9: Boxplot of times to event for the colon cancer dataset, where event is either death
censoring. Status 1 means censoring, i.e. no death within the study time, and status 0
means no censoring, i.e. observed death. Most deaths occur between 1500 and 3000 days
after diagnosis, while the distribution for censored times is less concentrated.

• 2 continuous variables: age and nodes (number of lymph nodes with detectable cancer).
The mean (standard deviation) for age is 59.8 (11.9) and for nodes 3.7 (3.6).

• 2 ordinal categorical variables: differ (differentiation of tumour, with levels well, mod-
erate and poor) and extent (extent of local spread, with levels submucosa, muscle,
serosa and contiguous). The variable differ is unbalanced with most cases being at the
moderate level and extent is unbalanced with most cases being at the serosa level.

• 1 nominal categorical variable: rx (treatment). The levels are observation (control
group) and two different types of chemotherapy. Each group has almost the same
number of observations.

The two variables, nodes and differ, have 18 and 23 missing values respectively. Rather
than discarding these rows from the dataset, we substitute the missing values with the
mode value for the differ variable and the median value for the nodes variable.

The dataset includes two additional variables. A binary variable indicates death or, alterna-
tively, censoring, which is relatively balanced with 452 deaths and 477 censored observations.
The last variable is a continuous survival time variable measured in days. Figure 9 displays
the distribution of observed times for uncensored and censored cases separately. In the upper
boxplot, we can see that the survival times are fairly centred around 2300 days, with only

55



0 500 1000 1500 2000 2500 3000

−
2

0
2

4
6

Time

B
et

a(
t)

 fo
r 

ob
st

ru
ct

Figure 10: Test of time independence for the binary obstruct variable. The plot displays the
Schoenfeld residuals for this variable, along with its estimated time-dependent coefficient
and standard error. The line does not appear horizontal, which is consistent with the test
outcome.

4 patients not surviving past 1500 days. In contrast, the censoring times, as shown in the
lower boxplot, are more dispersed. Overall, this provides an understanding of how survival
times are distributed. Most censoring times are shorter than the median survival time, as
anticipated. If the opposite were true, it would be concerning since survival times would be
more challenging to estimate, suggesting that the study duration might be insufficient.

Preparation We randomly divide the data into a training set, consisting of 80% of the
observations, and a validation set, comprising the remaining 20%. Binary and continuous
variables require no modification. However, nominal categorical variables need to be encoded
as one-hot variables for the Cox regression model to be meaningful. As for ordinal variables,
they can be treated as continuous variables by assigning different categories to increasing
numerical values. For the DeepHit model, we do not recode any of the explanatory variables.

Test of proportionality assumption Initially, we fit a Cox proportional hazards model
to the data. The first step is to test the proportional hazards assumption. Using the method
outlined in the theory section, we determine that the null hypothesis of proportional hazards

56



Model Concordance index Integrated Brier score

CoxPH 0.494 0.083

DeepHit 0.542 0.061

Table 3: Test results on the colon cancer dataset. Concordance index and integrated Brier
score measures are reported.

is globally rejected at all reasonable significance levels, with a p-value of approximately
0.0003. Moreover, we find that the obstruct variable violates the assumption of time-
independence if we adopt the 0.05 significance level. Figure 10 provides an example of how
Schoenfeld residuals may vary with time. Although we could attempt to circumvent these
violations, the aim of this report is not to optimise the Cox regression model; instead, we
use it for baseline comparison.

3.4.2 Performance scores

As depicted in Table 3, the DeepHit model outperforms the CoxPH model in terms of
the selected performance measures. However, it is crucial to distinguish between the perfor-
mance measure scores and the actual objectives of the models. Both models aim to minimise
their respective loss functions, not the concordance index or Brier score. Since these loss
functions differ, they cannot be used for direct comparison. Consequently, any chosen com-
parison measure will introduce some level of bias. Although the DeepHit model surpasses
the Cox model in terms of the concordance index and Brier score, this does not necessarily
imply that the DeepHit model is inherently superior across all dimensions. The disparities
in performance could be due to the different objectives of the two models, as expressed in
their loss functions.

Delving deeper into the results, it is essential to consider the context in which these models
were tested. The DeepHit model’s superior performance in this specific dataset may be
due to its ability to handle complex interactions between variables and adapt to potential
violations of the proportional hazards assumption, which was found to be an issue for the
CoxPH model. The flexibility of neural networks, which form the basis of the DeepHit

model, allows for better handling of nonlinear relationships and time-varying effects among
covariates. This advantage could be particularly relevant in the colon cancer dataset, where
the presence of both continuous and categorical variables with varying degrees of imbalance
can lead to complicated interdependencies.

However, it is crucial to remember that this is a single small-data experiment in which
the same fraction of data is allocated for validation and testing. The results should only
be interpreted as an indication that DeepHit functions effectively, which has been demon-
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Figure 11: Illustration of how factors contribute to a single prediction made by DeepHit,
in terms of SHAP values. The final predicted number by the model, seen at the top, is the
estimated median survival time in days, depicted on the x-axis. At the bottom below the
x-axis, we see the base value that would have been predicted if all covariates were set to their
average value. On the y-axis, the effect of the covariates is shown along with their respective
values. From the bottom and up, we see how the covariate values have an increasing impact
on the output.

strated in other studies as well. The findings also suggest that DeepHit may outperform
Cox regression in ranking individuals based on risk levels and accurately estimating survival
probabilities.

3.4.3 SHAP values for interpretation

This subsection presents the results of the SHAP value experiment for the colon cancer
dataset. To reduce running time, two variables with the least overall impact, as identified
by Sundrani and Lu (2021), were removed. The results are displayed in several plots, encom-
passing both local and global interpretation tools. Some ambiguity or non-intuitive aspects
of these results may arise from the approximations made in calculating the SHAP values or
the inherent complexity of the model itself. Pinpointing the exact reason can be challenging.
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Figure 12: All calculated SHAP values illustrated in a violin plot. The thickness indicates
the number of values in the same region. Each covariate has around 180 calculated SHAP
values, equal to the number of observations in the validation set. Most variables have values
centred around 0, but the surg variable exhibits a different shape.

We begin by demonstrating how the calculated SHAP values can be used to provide local
explainability, i.e., explaining the neural network prediction for a single individual. Figure
11 illustrates how the prediction for a random individual is influenced by their covariate
values. The model predicts a median survival time of around 2428 days for the individual.
The overall effect of the covariates pushes the prediction to a lower value compared to the
expected prediction, which is the prediction that would be made in the absence of covariates.
For instance, the rx variable is at level 2, indicating that the individual belongs to the
stronger chemotherapy treatment group, and it positively impacts the model prediction by
increasing the median survival time by around 10 days. Meanwhile, the individual’s age is
41, and it has a decreasing effect on the prediction. One might expect that for a younger
individual, the age variable would instead increase the prediction.

The data reveals that the patient in Figure 11 was observed for 692 days and then censored.
This information is valuable, but the model does not account for it. In the future, developing
a model capable of making conditional predictions, such as predicting the survival function
given that a subject has already survived for a certain number of days, would be beneficial.
Furthermore, this plot particularly highlights the usefulness of employing median survival
time as the prediction output. Interpreting other alternatives would be more challenging.
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Figure 13: Scatter plot of SHAP values against their corresponding covariate value. It is
hard to find any interesting patterns, but the binary variables have narrower spread for
their second category.

Next, we present all the SHAP values for each explanatory variable in Figure 12 to identify
potentially interesting features. Most variables appear to have a mean SHAP value close
to 0, which might seem reasonable. However, it is crucial to remember that SHAP values
are calculated in the presence of other explanatory variables, so this is not necessarily
expected. The surg variable has its thickest part not around 0, unlike the other variables,
which could be because it is binary, and one level consistently has a similar positive impact
across all observations. The extent variable seems to concentrate most of its values around
0, indicating it has the least overall impact. Meanwhile, age has a larger spread, suggesting
more significant contributions in general. The nodes variable has some very large negative
SHAP values that appear to be outliers. The model might be extracting a pattern from the
data that leads to this observation.
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Figure 14: Mean absolute SHAP value for each covariate. This measures the overall impor-
tance of a variable to a model’s predictions. According to this measure, age has the biggest
impact on the output, while extent has the smallest.

As a complement to Figure 12, we plot the SHAP values against their corresponding covari-
ate value in Figure 13. For example, we can see that for the adhere variable, all SHAP values
are close to 0 when there is adherence to nearby organs concerning the patient’s cancer.
We can also see that the SHAP values initially decrease as the number of nodes increases,
suggesting that larger values of this covariate lead to a shorter predicted median survival
time. For some variables at certain levels, particularly the obstruct variable at level 0 (when
there is no obstruction of the colon by the tumour), the spread is very large, suggesting
that the interaction at this level with other variables is crucial in determining the impact.

Lastly, we display the mean absolute SHAP values in Figure 14. This is a global interpreta-
tion tool, aiming to measure the most impactful variables to a model’s predictions overall.
The idea is that the most critical variables will have large positive and negative SHAP
values in general, so the average absolute value becomes large. In the figure, we can see that
age and obstruct are the most important variables according to this measure, while extent
and differ are the least important ones. We can also interpret that on average, the covariate
value of the age variable affects the prediction by around 30 days.
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4 Concluding remarks

In this thesis, we have explored the field of survival analysis, focusing on the limitations of
the traditional Cox proportional hazards model and the potential advantages of adopting
more advanced approaches, such as the DeepHit model. Our findings suggest that deep
learning methods can offer substantial improvements in estimating the survival function,
resulting in better performance across various measures. In this section, we aim to provide
a summary of the main methods and results. We will also discuss the general aspects of the
methods and results, including their strengths and weaknesses, as well as their relation to
other studies in the field. Lastly, we will list and discuss future study directions.

Revisiting the Cox Proportional Hazards Model. We began our investigation by
providing a comprehensive overview of the Cox proportional hazards model, a widely used
method in survival analysis. Despite its popularity, the Cox model relies on several as-
sumptions, including proportional hazards and a linear relationship between the covariates
and the log hazard function. These assumptions, while simplifying the model, can lead to
inaccurate predictions when the underlying data does not adhere to them.

The DeepHit Model: A Flexible Alternative. To address the limitations of the Cox
model, we introduced the DeepHit model, a deep learning-based approach that allows for
more flexibility in estimating the survival function. Through simulation experiments and
a real data experiment, we demonstrated that DeepHit can outperform the Cox model
according to various performance measures. This result highlights the potential of deep
learning techniques in survival analysis, as they can adapt to complex relationships in
the data without relying on strict assumptions. However, training deep neural networks
remains a complex task and a large amount of data is usually needed to produce a model
that generalises well.

Interpretability and SHAP Values. One concern with deep learning methods is their
lack of interpretability, which can hinder their adoption in certain practices. To address this
issue, we incorporated SHAP values into our analysis, providing a means to approximate
and explain the predictions made by the DeepHit model. By illustrating the use of SHAP
values in the real data experiment, we showed that the predictions of the DeepHit model
can be interpreted and understood, making the model more accessible to practitioners.

Implications and Future Research. By demonstrating the superiority of the DeepHit
model in certain cases, we advocate for the adoption of more sophisticated methods, such
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as deep learning, that avoids making restrictive assumptions about the data for survival
analysis. Furthermore, the introduction of SHAP values to improve interpretability makes
these advanced models more practical for real-world applications.

There are several promising directions for future research. First, alternative deep learning
architectures could be explored to further improve the performance of survival analysis
models, such as recurrent neural networks (RNNs) or attention-based models. Second, the
integration of other interpretability techniques, such as Local Interpretable Model-agnostic
Explanations (LIME) or Counterfactual Explanations, could be investigated to enhance
the understanding of the predictions made by these models. Lastly, it would be valuable
to examine the performance of DeepHit and other deep learning-based survival analysis
methods across a wider range of real-world datasets, assessing their generalisability and
practicality in various applications.

Possibly even more promising directions could be to examine the potential for transfer
learning or pre-trained models to improve the performance of deep learning-based survival
analysis models, particularly in situations with limited data. Also, one could investigate the
robustness of these models against potential sources of bias, such as missing or unmeasured
confounders, to better understand their performance in real-world applications.

In conclusion, this thesis has shed light on the potential benefits of utilising advanced deep
learning techniques in survival analysis. By comparing the Cox proportional hazards model
to the more flexible DeepHit model, we have demonstrated that the latter can provide im-
proved performance, particularly when the underlying assumptions of the Cox model are not
met. Furthermore, the incorporation of SHAP values has shown that interpretability can be
achieved, making deep learning methods more accessible for survival analysis practitioners.
As we continue to push the boundaries of statistical modelling, embracing sophisticated
techniques like deep learning will be crucial to advancing the field and unlocking the full
potential of survival analysis.
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