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Abstract

Many machine learning algorithms require inputs in the form of
fixed length vectors and cannot directly process data in the form of
multi-sets. In reality, raw data does not always exist in the form of
fixed length vectors and can exist in the form of unordered multi-sets
of scalar values, where the number of elements in each multi-set can
often vary across multiple data instances. Feature construction is a
technique to find a better data representation for the machine learning
algorithms in case the original representation of data is not in the form
of fixed length vectors.

Statistical measures and density estimation provide insights into
the data, therefore they can be used as tools in constructing fixed
length vectors of features from unordered multi-sets. In this report,
several methods based on statistical measures and density estimation
are explored for feature constructions from unordered multi-sets.
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1 Introduction

In the real world, raw data can exist in the form of unordered multi-sets of scalar values, where
the number of elements in each multi-set can often vary across multiple data instances. Imagine
a restaurant that has an average rate of 3.5 based on 1100 reviews on Google. In this example,
the restaurant’s review rate is an average of a collection of 1100 elements (individual rates) where
these elements take value from 1 to 5 stars such as {3,4,4,...,5,4,2}. This collection of rates is an
unordered multi-set, meaning that the order of the elements is not important. Also, there could be
multiple instances of each element. Another example is all the incoming and outgoing transaction
amounts made to and from a bank account, given a time window. The incoming and outgoing
transactions form multi-sets that jointly describe the pattern of the account’s income and spending
pattern. For instance, the incoming multi-set could be as {1000, 15000, 5000, 400}, showing that this
account has received money from 4 different accounts in the specific time window. This type of data
is not unique to bank accounts but rather typical of data flows taking place on a network where each
node has a varying number of neighbors with which it can make transfers or exchange information.
Other examples include email networks, telecommunication networks, and data transfer networks.

Supervised learning algorithms cannot handle multi-set data as inputs. Algorithms such as
support vector machines or decision trees require fixed sized vectors as inputs, with a fixed dimension
for all data points [9]. Some methods circumvent this restriction by either padding each multi-set
with dummy values or by sorting the multi-sets and treating them as sequences, for example, padding
in natural language processing [22]. However, these methods might not be satisfying as they could
introduce data or structures that are not inherent to the multi-sets. Therefore, there is a need to
represent unordered multi-sets into fixed dimension vector representations.

Feature construction is a technique to manually find a better data representation to find
predictive features for machine learning algorithms since the original representation might not
be viable [4]. For example, data that comes in the form of unordered multi-sets can be better
represented for designing a restaurant recommendation system based on Google reviews or comparing
the distribution of incoming and outgoing transactions of two customers.

The goal of the feature construction methods is to represent A = {as,...,a,}, an unordered
multi-set with p scalar elements, by Z = [z1, ..., 2], a vector of m scalar features/dimension where
m is a fixed number. Vector Z contains the constructed features and can be used in machine
learning algorithms. For instance, in the restaurant review rate example, the input data of A =
{3,4,4,...,5,4,2} with p = 1100 can be represented by [3.5,1.25] with m = 2 which describes the
first two moments of the rates given by 1100 reviewers. The size of A can be much larger compared
to the dimension of Z; the information of A is being summarized. In this report, it is chosen to
construct features from the information extracted from the distribution of the input data inspired
by prior research [3].

One of the most widely used techniques for representing data distributions is using statistical
measures, such as mean, variance, etc. Moments provide valuable information about the shape and
characteristics of probability distributions of the data. The idea behind using this method is to
estimate several moments of the data and use them as features.

likewise, density estimation constructs an estimate of the density function from the observed
multi-set of data points [18]. Therefore, a very natural use of density estimation is in the investigation
of the properties of a given set of data [18]. Density estimation provides insights into the data; hence,



it can be used as a tool in feature construction. The goal of this report is to explore different methods
of density estimation for constructing fixed length vector representations from multi-sets.

A common approach in estimating density is kernel density estimation [18]. This method
involves placing a smooth kernel function on each data point and summing these kernels to obtain a
smoothed density estimate. To construct features using this method, the support of the estimated
density function is split into equal increments. This split results in several points that are upper
and lower bounds of the increments. Then, use the estimated density function at these points as
features.

On the other hand, the empirical cumulative distribution function can provide useful information
about the underlying distribution of the data. It can estimate the percentiles of the distribution,
which describe central tendency, the spread of the distribution, the existence of outliers, etc [1]. The
idea behind using this method is to use percentiles as features.

Another approach used in this report to construct features from multi-sets is the empirical
characteristic function [3]. This method is motivated by the fact that the characteristic function
uniquely determines the distribution function so that recognizing the characteristic function of
a random variable identifies its distribution function [12]. The empirical characteristic function
provides an alternative way compared to working directly with probability density functions or
cumulative distribution functions.

To determine the strengths and weaknesses of the different approaches described above, the
methods are empirically evaluated. This report performs such an evaluation in the following way.
The features are utilized for training a classifier. This enables us to observe how effectively the
constructed features capture the characteristics of the data.

Logistic regression (LR) and support vector machine (SVM) are two of the most commonly
used methods for classification [17]. They are used in this report for the empirical evaluation used
for different methods of feature construction. LR is a linear classifier, while SVM exists both in
linear and non-linear variants.

The accuracy of the classifiers indicates that with a reasonable sample size and few features,
all of the density estimation methods mentioned earlier can be utilized to successfully represent an
unordered multi-set by a vector of scalar features.

This report is structured as follows: In section 2, some background on LR and SVM is provided.
Section 3 goes through the details of the different statistical measures and density estimation
methods and how to utilize them to construct features from unordered multi-sets. Section 4 covers
the description of the data-sets used in this study, along with the results of the evaluation on
how classifiers that were trained with the constructed features perform. Finally, in section 5 the
conclusion and the future work on this topic are discussed.



2 Background

2.1 Classification Methods

In order to empirically compare the features constructed by the statistical measures and the density
estimation methods, several synthetically generated supervised classification tasks are used. The
performance of the classifiers will indicate the quality of the constructed features for classification
purposes.

Classification is a supervised learning task that aims to predict the categorical response variable
(class) based on predictor variables [9]. To predict the class of given data points, classification maps
a function from input variables X to output variables Y as response variable [17].

For the empirical evaluation, LR and SVM are used. These are two of the most commonly
used methods for classification [17]. Logistic regression is a linear classifier while SVM exists both
in linear and non-linear variants depending on the used kernel. Comparing the two methods, the
SVM can be both more flexible and more robust than LR, where the flexibility comes from the used
kernel, and the robustness from its maximal margin loss function. Logistic regression works well on
linearly separable data, in such case, SVM with kernel trick might not perform well as the model
can end up being complex. Also, it is computationally more efficient compared to SVM especially if
the data-set is large.

In this report, both classifiers are employed, as each of them possesses strengths and weaknesses
that complement one another. Therefore, the utilization of both classifiers can provide a better
understanding of how each density estimation method operates on feature construction.

The mathematical formulation of LR and SVM in the following sections are followed closely
from the book, The Elements of Statistical Learning [9]. The figures of this chapter are adapted and
modified from the books, The Elements of Statistical Learning [9] and An Introduction to Statistical
Learning [11].

2.1.1 Logistic Regression

Logistic regression aims to find the probability of a categorical response variable belonging to a
certain class based on the predictor variables and therefore is suitable to be used in classification
problems. Consider X a set of n input vectors with each vector consisting of p scalar observations.
X is a n x p matrix with 2! representing its it" row.

11 T12 T1p Ti1
T21  X22 T2p T2
X = . , ;rZT:
Tnl Tn2 Tnp Tip
T
L1
T3
X=1.
T
xn



Consider Y a vector of binary response variables with y; € {0, 1} denoting the categorical outcome
for the #*" observation.

Yn

Logistic regression models the log odds of each possible outcome, y;, by a linear combination

of the predictor variables, x;. This is defined in Equation (1) where 5y is the intercept, 8 is the
vector of coeflicients, and % is the odds of outcome y; = 1. In other words, log(odds) is
the probability of occurring a possible outcome divided by the probability of not occurring that

outcome.

pu=1e)\ o
tos (p(yi = OI%')) = o+ Bri @

When using logistic regression for classification purposes, we are interested in finding a probability
rather than log odds. For this purpose, Equation (1) can be transformed to Equation (2) as

1
p(yi = 1]a;) = e Goril)

(2)

As Equation (2) illustrates, the probability of outcome y; = 1 is not a linear function of z;.
The logit function or log(odds) allows us to move from modeling the probability with the logistic
function (non-linear curve) to modeling the logit with a linear function of predictors.

The parameters of the logistic regression model are estimated by maximum likelihood estimation
(MLE) [9]. This is achieved by maximizing the likelihood function of 5y and 5. The likelihood
function is defined as

n

L(Bo, B) = [ plys = 1) T](1 = p(ys = 1]z:))' .

i=1 i=1
Hence the log likelihood function is derived as

1(Bo, B Zy log(p(y: = 1|z:) + (1 — i) log(1 — p(y; = 1|z:)).

The MLE estimates the parameters that maximize the log likelihood function, hence the cost
function is

n

T(Bo,8) = 3" (slos(p(aa)) + (1 — yi) log(1 — p(z.))). g

=1

In this report scikit-learn library is used which is an open-source machine learning library for
the Python programming language. For LR, the model LogisticRegression() from the linear model
module is used.



2.1.2 Support Vector Machine

Support Vector Machines (SVM) is a powerful machine learning algorithm for both classification
and regression tasks. SVM divides the p-dimensional space into different classes using a separating
hyperplane.

Consider X a set of n input vectors with each vector consisting of p scalar observations, same
as in Section 2.1.1. Consider Y a vector of binary response variables with y; € {—1, 1} denoting the
class of the it observation.

n
Y2
Y=|.
Yn

The separating hyperplane is a plane that is the farthest from z; for all ¢ and is defined as

f(z;) = Bo + BxT = 0 where f3y is the intercept and 3 is a vector of coefficients. The separating

hyperplane classifies the data using the decision rule between classes. The decision rule is defined
by

_ 1 if Bo+ Bzl >0
G(a:) = sign(By + faT) = o
—1 otherwise.
Consider M, the distance of the closest data point to the separating hyperplane. For such a
point z;, the definition of M is
T
; 1
M:|ﬁ0+5$z| _ (4)
18] 18]
The goal of SVM is to find a separating hyperplane that maximizes M while minimizing the
classification error. The optimization problem is define as

max M
Bo,B,|18lI=1 (5)
subject to y;(Bo + Bxl) > M, i=1,...,n,

where £ is the vector of coefficients of the separating hyperplane. The constraint ||| = 1, normalizes
the vector of coefficients. This does not change the direction of the separating hyperplane, but
helps with simplifying the optimization by reducing redundant degrees of freedom. The constraint
yi(Bo + BxT) > M ensures each data point is on the correct side of the separating hyperplane, with
at least a distance of M. Using the Equation (4), we can be rewrite Equation (5) as a minimization
optimization problem as

min|| 3]

Bo,B (6)

subject to y;(Bo + 27 B) > 1, i=1,...,n.

Figure 1, visualizes an example where data is presented in two classes, orange and blue. The
black line is the separating hyperplane between the two classes that is derived from solving an



optimization problem that maximizes M. The distance between the dashed lines and the separating
hyperplane is M. The space between these dashed lines is called margin. The data points that are
located inside or on the wrong side of the margin (marked by circles with black outline) are called
support vectors.

Figure 1: The black line represents the separating
hyperplane between the orange and the blue class, this line
is the farthest from all data points. The margin is the space
between the dashed lines which has width of 2M. The data
points marked by circles with black outline are the support
vectors.

SVM employs a soft margin approach, which allows a tolerance for misclassification. This
approach enables SVM to classify non linearly separable data, such as in Figure 2. This tolerance is
defined by slack variables, £ = (£1,&a,...,&,), that allow individual data points to be on the wrong
side of the decision boundaries or even on the wrong side of the separating hyperplane. The value
of & is proportional to the amount that z; is on the wrong side of the margin.

& = 0 for x; on the correct side of the margin
& > 0 for z; otherwise.

In Figure 2, & which refers to the slack variable for the point z; is illustrated. As you can see
the point 7 is classified correctly (on the correct side on the separating hyperplane) but it is inside
the margin, hence the value of £; is greater than 0. Another example is the point x5 which lies on
the wrong side of the separating hyperplane, hence the value of & is also greater than 0. The point
x3 is classified correctly and is inside the margin, hence the value of &3 is 0.



Figure 2: A non linearly separable case: The data points
that are inside or on the wrong side of the margin are marked
by circle with black outline. These data point have & > 0
while for the rest of the points &; = 0.

Considering the tolerance for misclassification, the constraint in Equation (6) modifies from
yi(Bo + 2] B) > 1 to y;(Bo + zI'B) > 1 —¢&. Adding an upper bound on Y 7, & can control how
much misclassification is allowed. Hence, the optimization problem changes to

min
i

yi(@lB+Bo) >1-& Vi (7)

subject to
! {Si >0 3 & < constant.

The value of §; is positive for the data points that on the wrong side of the margin. Equation
(7) implies that only the data points that are either on the margin or on the wrong side of the
margin affect the hyperplane which makes this method robust to outliers as the points that are far
away from the hyperplane cannot affect the hyperplane. Putting an upper bound on the sum of
slack variables can control how much misclassification is allowed.

Minimizing ||| is the same as minimizing ||3]|?, and multiplying ||3|| by constant value of 1
does not change the optimization problem. To make this optimization problem computationally
convenient, Equation (7) can be re-written in the form of below where C is the constant in Equation
(7) 19].

L oo -
. c ‘
min 5 5] + Z&
. (8)
(T >1—¢ Vi
subject to vilwi B+ Po) 2 S Vi
& > 0.

Equation (8) can be re-written in a different form. Take C' = %, dividing the objective function

10



of Equation (8) by C we get
D
— + i 9
min 5 |16] ;5 (9)

Since &; can only take positive values, the constraint y;(zX 8 + By) > 1 — &; from Equation (8)
can be re-written as [1 — y; (80 + Bz])]+ < &. This yields >i | [1 — yi (2T B+ Bo)]+ < >y & By
substituting Y & = > (1 — yi(zI'B + Bo)) in Equation (9), the optimization problem can be
written as below which is in the form of hinge loss and a regularization penalty [9].

minY (1~ (aT 8+ Aol + 28I (10)

i=1

Hinge loss penalizes the model for misclassifying data points. Hinge loss incorporate the margin
into the loss calculation and is defined as [9]

Hinge loss = [1 — y;(Bo + B2} )]+

When a data point is correctly classified, y;(30 + 827 ) > 1 hence [1 — y;(Bo + SzT)]+ = 0. This
implies that there is no penalty in case of correct classification. On the other hand, y;(30+8z1) <0
for the misclassified data point. This implies [1 — y;(30 + BzI)]+ > 0 and the loss corresponds to
how far the prediction is from the separating hyperplane. To summarize, in SVM only the support
vectors affect the separating hyperplane and not any other data points.

The cost function is define as

T(60,8) = FIBI + 30— wi(Bo + B (1)

The kernel trick

The use of kernel gives SVM the ability to perform well in scenarios where the data is not linearly
separable. This is useful as the features constructed by different density estimation methods might
not be linearly separable. The kernel trick enables SVM to effectively separate classes by enlarging
the feature space using various kernel function, such as polynomial, radial basis, sigmoidal, etc.

Figure 3(a) illustrates a scenario in 2D where the two classes cannot be separated by any
linear hyperplane. Kernel enlarges the feature space by generating a new dimension which is a
non-linear combination of the original dimensions. Figure 3(b) illustrates the same data with an
additional dimension. This new dimension is X7 + X2 which is a non-linear combination of existing
dimensions(X; and Xs). The kernel function transforms the data from its original space to a higher
dimensional feature space, enabling the data to be separated by a linear hyperplane in the new
higher dimension.

11
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Figure 3: How kernel tricks works: Kernel takes the non-linearly
separable data and transform in to a higher dimension. The additional
dimension is a non-linear combination of existing dimensions (X7 +
X3). In this higher dimension data is linearly separable.

Figure 4 visualizes the non-linear separating hyperplane (the black line) in the original 2D space.

10 1

0.5 1

0.0 +

Xz

-1.0 4

Figure 4: SVM with non-linear separating hyperplane: The black line
represents the separating hyperplane between the orange and the blue
class. The space between the dashed lines is the margin and the data
points marked by circles with black otline are the support vectors.

In this report, the radial basis kernel which is one of the popular kernels is used [9]. Radial
basis kernel for two points z and z’ is defined as

K(z,2") = eap(=ylz — 2||*).

12



Kernel function compares the pairwise similarity between the point in both the original space
and the transformed space to make sure that the data points that are similar in the original space
will be similar in the transformed space as well. The kernel function computes the similarity between
the points using the Euclidean distance, || — 2’||, between them. If the points are very close to
each other, the value of the kernel function gets close to 1, the further the points are from each
other, the closer the value of the kernel function to 0. The parameter « controls which points should
be considered similar to each other based on the distance between them. It describes how far the
influence of each training point reaches. Low values of v mean every point has far reach, this means
that even far away points affect the decision boundary. If the value of v is too large, every training
point has a low reach, and the radius of influence gets smaller, therefore the decision boundary is
only influenced by the points that are very close to it and ignores the points that are far away.

The solution function to the separating hyper parameter is defined as [9]

f(x) = po+ ZaiyiK(mv‘r,)v (12)
i=1

where «; is the Lagrange multiplier vector and take values between 0 and C' (0 < a; < C). The
value of «; is non zero only for the support vectors and zero for the other data points [11] which
implies that only the support vectors affect the separating hyperplane.

To apply SVM in this report, the model SVC() from the svm module in scikit-learn library
is used.

13



2.2 Binary versus multi-class classification

Both LR and SVM models are designed for binary classifications. However, they could be extended
to more general cases with multiple classes & where k > 2. There are two approaches, one versus
one and one versus all.

e One versus one: This approach breaks the k class problem into (g) binary class cases. Each
classification model is trained to classify data points between two classes. When classifying a
new data point, all (’;) models are applied to that point. Each model predicts one class for
the data point, the final prediction is the class that was predicted by the majority of binary
classification models.

e One versus all: This approach compares one class versus the rest of the data-set and constructs
k binary class cases. Each classification model is trained to classify data points for one of the
classes among the rest. When classifying a new data point, k& models are applied to that
point. Each model predicts a class for the data point, the final prediction is the class that was
predicted by the majority of binary classification models.

In this report, the one versus all approach is used as it is computationally more efficient compared to
the one versus one approach. This approach requires to train k£ binary models for a k class problem,
while one versus one requires to train (¥) binary models.

2.3 Regularization

To develop a machine learning model, the first step is to gather a data-set. This data-set should be
divided into training and test subsets. The training subset is used to train the model, using this
data the model learns the patterns and the relationship between the response variables (classes in
this case) and the predictor variables (the constructed features). To observe the performance of the
model on new data, the data that the model has not been exposed to, the model is tested by the
test subset.

The goal is to build a generalized machine learning model so that the model performs well on
the data it has not been trained on. The optimal model should have a low error rate on the test
data-set when predicting the response variable on a new observation.

Over-fitting happens when a model is too complex or fits the training data very well, meaning
that the model has a very low error rate on the training data while a high error rate on the test
data. Such a model also fits the noise in the data-set it was trained on and fails to generalize any
new data that it is given.

For instance, Figure 5 illustrates an example of an over-fit model and a generalized model. The
orange line represents an over-fitted model, as you can see this model fits the training data very well
and has a lower bias but the model has higher variability compared to the regularized model (the
blue line). The over-fit model is likely to have a higher error on any new data point that it has not
seen before. On the other hand, the generalized model would have a lower prediction error on any
new data while higher bias on the data that it was trained on.

14
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Figure 5: An over-fit versus regularized model: The over-fit
model, represented by the orange line, fits the training data very
well and has low bias and high variability. On the other hand,
the regularized model, indicated by the blue line, has a higher
bias on the training data. Nevertheless, it performs significantly
better on data it has not been trained on.

When a model is too simple and under-fit and has very few parameters, the bias of the model
is high and the variance is low. By increasing the model complexity the bias of the model decreases
and its variance increases. An optimal model should have a balance between bias and variance. This
is illustrated in Figure 6.

Bias-Variance Trade-off

—&— Bias"2

—&— \ariance

——&— Total error
Optimal Model

Error

Model Complexity

Figure 6: Bias-Variance trade off: An optimal model should have
a balance between bias and variance. An under-fit model usually
has high bias and low variance while an over-fit model usually
has low bias and high variance.

~ Let Y be the response variable that we are aiming to predict, X representing the features, and
f(X) be the predicted response variable given X. Bias-variance trade-off is a property of statistical
learning methods that shows that the expected squared test error for a given X can be decomposed
into the sum of the variance of f(X), squared bias of y and the variance of the error terms e [9] as

15



E[Y — f(X)]* = var(f(X)) + [bias(f(X))]* + var(e). (13)

Equation (13) indicates that in order to minimize the expected test error we need to find a
model that simultaneously achieve low variance and low bias [11].

Regularization is a method that facilitates finding a model that minimizes the prediction error
by avoiding over-fitting. One of the common techniques for regularization is Ridge regression or L2
regularization which regularizes models by adding a penalty term into the model’s cost function.
By adding a small bias the estimated coefficients shrink and the model will be slightly a worse fit,
however, it gives a better prediction.

In LR a small bias (shrinkage penalty) is added to the cost functions of LR in Equation (3) and

the cost function changes to

J(Bo, B - Z yilog(p(x;)) + (1 — yi) log(1 — p(w:))) + )\Zﬂﬁj\\z- (14)

3

The shrinkage penalty is A > 7_ || B;]|?, where X is a regularization parameter. By adding the
shrinkage penalty to the cost functions of LR, the model will have smaller coefficients which help
reduce the risk of over-fitting and help the model to be more generalized. As the value of A increases,
the coefficients get smaller and smaller and approach to 0 as A goes to co [11].

In SVM, %||8]|? in Equation (10) is the shrinkage penalty term. The constant value A = & is
the regularization parameter that controls the bias-variance trade-off [11]. The large values of C
result in a wide margin that allows for more misclassification, while the smaller values of C' result
in a narrow margin that rarely allows for misclassification [11].

16



3 Method

Density estimation and summary statistics provide valuable insights about data, hence, they can be
used to extract properties of data and construct features from those properties. The goal of feature
construction is to represents A, an unordered multi-set with p scalar elements, by Z, a vector of m
scalar features. In this report, four different methods are used to estimate the underlying density of
given data-sets.

The choice of m significantly impacts the quality of the constructed features. Higher number of
features can capture the underlying characteristics of the multi-set better, while less features might
not be able to describe the characteristics of the multi-set well. Therefore, in this report features
are constructed using a range of different values of m to explore the impact of m on the quality of
the constructed features.

3.1 Moments Approach

Moments are a measure of the shape and variability of a distribution and therefore could be used to
determine the characteristics of the distribution. Each moment provides different information about
the distribution. However, the first two moments are meaningful numerical descriptive measures
[20].

Let X be a continuous random variable with mean p and finite moments, then the distribution
of X is determined by the sequence of all its moments [15]. The m!" central moment of X is defined
as [20]

o0

E((X - )™ = / (2 — )™ f (x)d, (15)

— 0o

where f(z) is the probability density function of X. Let A = {a4,...,a,} be a multi-set with p real
valued elements. The m!" central moments of A is defined as

E[(A-a)"] =~ (ai—a)™ (16)

Equation (15) defines a general definition of the central moment for a population, where u refers
to the population mean. Whereas Equation (16) defines the estimator of the central moment for a
sample, using the sample mean a.

To represent an unordered multi-set by a vector of m features employing moments, m moments
are calculated. The vector of features is calculated as

Vector of features = [a, E[(a —@)?],..., E[(a —a)™]] .

This method is simple, however, one of the limitations of this method is that moments do not
always exist [15]. The existence of moments depends on the properties of the distribution of data,
for instance, the Cauchy distribution does not have defined moments as the integral in Equation (15)
does not exist. Another limitation of this method is that larger samples are required for estimating
higher moments. For the existence of m!" moments the number of observations must be greater or
equal to m [8]. Therefore, the multi-set that is aimed to be represented by moments should have
enough data points.
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3.2 Kernel Density Estimation

The probability density function (PDF) denotes by f(x), describes the probability density of a
continuous random variable X. Kernel density estimation (KDE), is one of the well-known approaches
to estimate the underlying probability density function of a data-set [5]. KDE estimates the unknown
probability density function with some given data points using a kernel function K.

Let A = {a1,...,a,} for all be a multi-set with p real valued elements. Silverman [18] defines
kernel density estimation of A at any given point a; as

A 1 & a— a;
f a) = — K < l> )
0=k (%
where h is the bandwidth of the kernel that controls the amount of smoothing. KDE puts a kernel

on every data point and then sums them up to obtain density estimation. The kernel function must
satisfy [*_ K(u)du =1 to ensure that f(a) represents a normalized PDF.

There are different choices of kernels to select from, such as Gaussian, Triangular, etc [18].
In this report Gaussian kernel is used. While most kernels perform well, the choice of bandwidth
plays a crucial role in the result which could be a drawback of KDE. A very small value of A in the
estimation of density function can introduce a spurious structure, whereas a very large value of h
may obscure the structure [18].

There are different methods for selecting the suitable bandwidth, and Silverman’s Rule of
Thumb is applied in this report which is based on minimizing the mean integrated squared error
between the actual and the estimated density function. Silverman’s Rule of Thumb suggests that the
bandwidth should be proportional to the standard deviation of the data and inversely proportional
to the fifth root of the number of data points as [18]

h=1.066n"73,
where ¢ is the standard deviation of the data.

To represent an unordered multi-set A = {a1,...,a,} by a vector of features employing KDE,
the process is as follows:

1. The density of A is estimated using kernel density estimation. This is achieved by employing
a Gaussian kernel with a bandwidth that is selected using Silverman’s Rule of Thumb.

2. The support of f(a) is estimated as follows:

(a) If the observations from the unordered multi-set A belong to a bounded interval, that
interval is used as support. For example, the restaurant reviews on Google have rates
between 1 and 5. Otherwise, the support is estimated as the interval where 95% of the
observations exist where this interval is obtained as below:

i. If only the lower bound exists, the 95" percentile of the observed data is considered
as the upper bound.

ii. if only the upper bound exists, the 5! percentile of the observed data is considered
as the lower bound.
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iii. In the absence of both lower and upper bound, the 2.5"" and 97.5" percentiles of the
observed data are used.

3. To construct m features, m equally spaced points denoted as wi,...,wy,, are selected from
the support of the estimated density function, f(a). Here w; is the infimum, and wy, is the
supremum of the support.

4. The value of estimated density function at points ws,...,w,, are the features. The vector of
features is calculated as

Vector of features = | f(wy), f(ws), ..., f(wm)

As illustrated in Figure 7, the blue line represents the estimated density function derived from
an unordered multi-set. In order to construct m = 5 features, five equally spaced points, highlighted
in red, are chosen on the support of the estimated density function. The value of f (w;) yields a set
of m features.
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Figure 7: Feature construction using KDE: The blue line
represents the estimated density function of a multi-set A by
KDE. In order to construct m feature, m equally spaced points,
denoted by red color, are chosen on the support of the estimated
density function.

3.3 Empirical Cumulative Distribution Function

Cumulative Distribution Function (CDF), provides valuable information about the behavior and
summary statistic of the data. For a continuous random variable X, the CDF accumulate all of the
probabilities of the values of X up to and including a given value 2 which is defined as [16]

Fla) = /_x f(@)dz = P(X < a). (17)

Empirical Cumulative Distribution Function (ECDF), is a non-parametric estimator to estimate
CDF, it directly uses the observed data to estimate the cumulative probabilities.
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Let A = {ai1,...,ap} be a multi-set with p real values elements. The ECDF is a stepwise
function that, at every data point a;, jumps up by a magnitude of P(a;) = %. The ECDF function
is defined as [19]

. 1<
F(a) == T{a,<a}-
p =1

In order to represent an unordered multi-set A = {a1,...,a,} by a vector of features employing
ECDF the process id as follows:

1. The cumulative distribution function of A is estimated.

2. To construct m features, m equally spaced points denoted as vi,...,v,, are chosen on the
interval (0, 1) that is the range of the estimated cumulative distribution function, F'(a).

The reason behind choosing an open interval instead of a closed one is the quality of the
constructed features. By choosing the closed interval, the value of points v; and v,, would be
equal to 0 and 1. Hence, the features constructed might not be insightful in terms of being
used in classification as lim,_, _ oo f?‘(a) =0 and lim, s ﬁ'(a) = 1. For instance, if there exists
a data-set consists of 100 multi-sets, where each multi-set represents review ratings belong to
one restaurant, and the rates are bounded between 1 and 5. Choosing v1 = 0 and v, = 1
results in the features related to these points to have the values of 1 and 5 for all multi-sets,

which is not very insightful.

3. The values of F ~1(v;) represent the features. The vector of features is calculated as

Vector of features = Fﬁl(vl), F~Yv),..., Fﬁl(vm)

The steps above are illustrated in Figure 8, the blue line represents the estimated cumulative
distribution function derived from an unordered multi-set A. The red points are equally spaced
points on the range of F(a).
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Figure 8: Feature construction using ECDF: The blue line
represents the estimated cumulative distribution function derived
from an unordered multi-set A. In this example there are five
equally spaced points, vi,...,vs5, on the range of A that are
highlighted in red. The black point F'~!(v;) denotes the feature
constructed by the point v;

Using ECDF for feature construction has some advantages over KDE. In this methods the base
for constructing features are the equally spaced points on the range of F(a). This range is fixed and
always between 0 and 1 by Equation(17). However the support in the KDE method needs to be
estimated.

21



3.4 Empirical Characteristic Function

Characteristic function (CF) for a random variable X is a Fourier transform of the probability
density function of a random variable. The CF is defined as [6]

©(t) = E[e"™X] = /eitXf(x)dx VteR and i=+—1, (18)

where e/ = cos(tX) +isin(tX) and the variable ¢ is the frequency in Fourier transform. Different
values of ¢ result in obtaining insights into different aspects of the distribution.

Consider A = {a1,...,a,} a multi-set with p elements. Empirical characteristic function (ECF)
of A is the estimate of characteristic function A and is defined as

p
E eitaj.
Jj=1

ep(t) =

In order to represent A by a vector of m features, ECF is calculated for m different values of
t =t1,...,tm. The features will be the value of ECF at these points. For this propose an interval
with ¢; as the lower bound and ¢,, as the upper bound is chosen. After that m evenly spaced point
are chosen in the interval to obtain m different values of .

The variable t is a real number and can take any value in R. This parameter controls the
behavior of the ECF and therefore it is crucial to choose t; and ¢, properly.

Using the inverse of Equation (18), the PDF of X can be written as

fa) = o / ()it = o [ ¢ Bleos(1X) + isin(tX)Jdr. (19)

When the value of [¢] is small, the cos(tX) and sin(tX) from Equation (19) go through slow
oscillations. When t approaches 0 the values on cos(tX) approaches 1 and the value of sin(tX)
approaches 0. With the large values of |¢|, the cos(tX) and sin(¢X) oscillate rapidly.

Smaller values of |t| correspond to a lower frequency which describes the slow variation in PDF,
and larger values of |t| correspond to a higher frequency which describes fast variations in PDF.
This can be viewed in Figure 9 which illustrates the CF of a uniform random variable. Figure 9a
shows the real part of CF for different values of ¢t and Figure 9 b shows the imaginary part of CF
for different values of ¢. You can see the how the value of |¢| affect the oscillation.
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Figure 9: Smaller values of |¢| correspond to lower frequency
and larger values of |t| correspond to higher frequency:
When the value of |¢] is small, the CF oscillates slowly, while
with the large values of |¢t| the CF oscillates rapidly. When
t approaches 0 the values on the real part approach 1 and
the value of the imaginary part approaches 0.

It is preferable to avoid any interval for ¢ that is symmetric around the origin. Using ¢ and —t
results in the same real part, since cos(tX) = cos(—tX). Therefore, by choosing an interval that is

not symmetric around the origin we can obtain more information.

The interval (0, 27] is selected for this report. Note that 0 is excluded from the interval as the
value of CF for every random variable at ¢ = 0 is equal to 1.

In order to represent an unordered multi-set A = {a1,...,a,} by a vector of features employing
ECF, the process is as follows:
1. Estimate the characteristics function of A.
2. To construct m features, m equally spaced points denoted as ti,...,t, are chosen in the
interval of (0,27]. The values of #; is chosen very close to 0 and the values of t,, is chosen as
2.
3. The value of p(t;) generates m features that consists of real and imaginary parts. The vector of

features is calculated as [ 30 cos(traz)+5 32F_  isin(tiay), ..., 5 328 cos(tmay)+5 20, isin(tnay)].

Figure 26 illustrates the process of constructing features employing ECF.
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Figure 10: Feature construction using ECF: The blue lines in
the top and bottom plot represent the real and the imaginary
part of the ECF of an unordered multi-set A = {a1,...,a,}
versus t respectively. To represent this multi-set by a vector
of features employing ECF, the ECF of A is calculated for
t1,...,tm. These points are equally spaced on the interval
of (0,27], denoted by the red color in the figure. The value
of ECF at tq,...,t,, yields a set of m complex features.

The advantage of this method compared to the moment approach is that CF exists for all real
valued random variables [7]. In addition to that, all features constructed by ECF are bounded since
lp(®)| <1 for all ¢ [7].
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4 Results and Discussion

In this section, each density estimation method is empirically evaluated. The goal is that the
constructed features represent the original data in the best way, this implies that these features are
expected to be similar for similar multi-sets while being distinctly different for dissimilar multi-sets.

For this purpose, the constructed features are used in training two classifiers, LR and SVM. In
this report, the evaluation of density estimation methods is done by comparing the accuracy of the
classifiers that are trained with the constructed features. The objective of classifiers is to accurately
classify the data-set into distinct classes.

4.1 Data

In order to empirically compare the strengths and weaknesses of each method in constructing
features, four synthetic data-sets are created. These data-sets have different characteristics that
aim to challenge the feature construction methods and the classifiers in different ways.

Each data-set consists of n observations where each observation is a multi-set. The multi-sets
are defined in different number of classes. All data-sets are designed to be balanced, ensuring an
equal representation of each class in the data-set. The number of classes is set to four or ten, and
the number of representation of each class is set to 20 in the entire report. For instance if a data-set
is defined in four classes, then on total it has 4 x 20 = 80 observations.

In order to study how the number of elements in the multi-set affects the quality of the
constructed features, the experiment is done for different number of elements, p.

Number of elements(p) € {5, 10, 50, 100, 500, 1000}.

4.1.1 Multi-sets with fixed length and bounded elements

This data-set, XBounded, consists of n = 80 multi-sets, and the elements of each multi-set are
drawn from the Beta distribution. There are four distinct Beta distributions used for this purpose,
representing four different classes (20 multi-sets from each class). The parameters of the Beta
distributions are chosen in a way to create distinct, but not too dissimilar multi-sets. The chosen
Beta distributions are Beta(1,2), Beta(1,3), Beta(1,4) and Beta(1,5).

The elements are continuous and bounded in the interval [0, 1] as they are drawn from the
Beta distribution. The number of elements in the multi-sets is fixed across all multi-sets in each
experiment and is equal to p, where p € {5, 10, 50, 100, 500, 1000}.

Ay
Az
XBounded = . )

An

where 4; = {a;1,a;2,...,a;,} foralli=1,...,n and p € {5,10,50,100,500,1000}. The elements
a;j foralli =1,...,n and j = 1,...,p are drawn from one of the Beta distributions mentioned
earlier.
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Figure 11 visualize the difference between classes, this figure shows histograms belonging to four
multi-sets from X goundeqd With p = 1000, one from each class, where the elements of each multi-set
are drawn from a distinct Beta distribution. The objective of classifiers is to accurately classify the
multi-sets from this data-set into four distinct classes using the features obtained by each feature
construction method.
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(a) Histogram of an observation from X gounded where (b) Histogram of an observation from X pounded where
the elements of this observation are drawn from the elements of this observation are drawn from

Beta(1,2) Beta(1,3)
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(c) Histogram of an observation from X pounded where (d) Histogram of an observation from X pounded where
the elements of this observation are drawn from the elements of this observation are drawn from

Beta(1,4) Beta(1,5)

Figure 11: Histograms of four multi-sets with same number
of elements(p): Each histogram describes a multi-set (an
observation) from X pgoundeq With p = 1000 that are drawn
from four distinct beta distribution.
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4.1.2 Multi-sets with flexible length and bounded elements

This data-set, Xpounded—Flesz, 1 similar to the previous data-set, X pgounded, in having bounded
elements. The data-set, Xpounded— Fiex, consists of n = 80 multi-sets, and the elements of each
multi-set are drawn from the Beta distribution. There are four distinct Beta distributions used for
this purpose, representing four different classes (20 multi-sets from each class). The chosen Beta
distributions are Beta(1,2), Beta(1,3), Beta(1,4) and Beta(1,5).

To challenge the feature construction methods and the classifiers, the number of elements in
multi-sets is not fixed across all multi-sets in each experiment. The number of elements in multi-
sets varies from each other and is set to r, that is a number in the interval [1,p], where p €
{5, 10,50, 100, 500, 1000}.

Ay
Ay
XBounded—Flex = : 5
Ap
where A; = {a;1,a;2,...,a;y,} forall i = 1,...,n and 7, = 1,...,p. The elements a; ; for all
i=1,...,nand j=1,...,r; are drawn from one of the Beta distributions mentioned earlier.

Figure 12 shows histograms belonging to four multi-sets from X gounded— Fies, one from each
class. The objective of classifiers is to accurately classify this data-set into four distinct classes using
the features obtained by each feature construction method.
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(a) Histogram of an observation from X pounded—riez (b) Histogram of an observation from X poynded—Fies
with 831 elements. The elements of this observation with 99 elements. The elements of this observation
are drawn from Beta(1,2) are drawn from Beta(1, 3)
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(c) Histogram of an observation from X pounded—rFiez (d) Histogram of an observation from X gounded— Fiex
with 827 elements. The elements of this observation with 953 elements. The elements of this observation
are drawn from Beta(1,4) are drawn from Beta(1, 5)

Figure 12: Multi-sets with varying number of elements:
Each histogram describes a multi-set (an observation) from
X Bounded— Flex With varying number of elements between 1
and 1000. The elements are drawn from four distinct beta
distribution.
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4.1.3 Multi-sets with fixed length and unbounded elements

This data-set, XHeqvy—Tailed, 15 similar to Xpounded data-set when it comes to having a fixed
number of elements for all the multi-sets and consists of n = 80 multi-sets. However, in order
to challenge the feature construction methods and the classifiers, the elements are not bounded
anymore. The elements of multi-sets are drawn from four distinct heavy-tailed distributions. The
tail of the distribution can represent the outliers, making it advantageous to sample from heavy-tailed
distributions to challenge the methods.

The data-set, X Heavy—Tailed, consists of n = 80 multi-sets, and the elements of each multi-set
are drawn from a heavy-tailed distribution. There are four distinct heavy-tailed distributions used
for this purpose, representing four different classes (20 multi-sets from each class). The chosen
heavy-tailed distributions are half-Cauchy(0,1), Lognormal(0,1), Lognormal(0,2), and Pareto(1,1.5).

Ay
Ao
XHeavy—Tailed = . )

An
where A; = {a;;1,a;2,...,a;,p} foralli=1,...,n and p € {5, 10, 50,100, 500, 1000}. The elements

a;j for all 4 = 1,...,n and j = 1,...,p are drawn from one of the heavy-tailed distributions
mentioned earlier.

Figure 13 shows histograms belonging to four multi-sets with same number of elements, where
the elements are drawn from a distinct heavy-tailed distribution. The objective of classifiers is to
accurately classify this data-set into four distinct classes using the features obtained by each feature
construction method.
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(c) Histogram of an observation from X geavy—Taitea (d) Histogram of an observation from X geqvy—Tailed
where the elements of this observation are drawn from where the elements of this observation are drawn from

Lognormal(0, 2)

Pareto(1,1.5)

Figure 13: Multi-sets with unbounded elements: Each
histogram describes a multi-set (an observation) from
X Heavy—Tailed With 1000 elements that are drawn from four
distinct heavy-tailed distributions.
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4.1.4 Multi-modal with high frequency

This data-set, Xasuiti—Modal, 1S inspired by high-frequency data with sharp peaks . For instance
consider Swish transactions between people, as the transferred amount is usually rounded, and the
distribution of transferred amounts has sharp peaks. In addition to sharp peaks, the intention is to
achieve an overall Gaussian bell curve for this data-set, as Gaussian distribution is the most common
real-world distribution.

The aim of this data-set is to challenge the feature construction methods and the classifiers with
high frequency data. This data-set consists of n = 200 multi-sets with elements from 10 different
five-modal distributions (10 classes). The number of elements in the multi-sets is fixed across all
multi-sets in each experiment and is equal to p, where p € {5, 10, 50, 100, 500, 1000}.

The process of drawing elements from a five-modal Cauchy distribution is as follows:

1. Cauchy distribution is characterized by two parameters, location(l) which defines the center of
the distribution, and scale(s) which defines the spread. The first step is to generate location
and scale parameters for five Cauchy distributions.

(a) The location parameters are chosen in a manner to prevent the overlap of the peaks of
the individual Cauchy distributions as much as possible. The first location is chosen as 1
and to obtain the second location, a uniformly random value between 2 and 2.5 is added
to the first location. To obtain the next location, add a uniformly random value between
2 and 2.5 to the previous location. Continue this process until five locations are obtained.

Location parameters = {l1,ls,13,14,15}.

(b) The scale parameters are chosen very low, a uniformly random value between /0.02 and
v/0.2, to ensure higher peaks.

Scale parameters = {s1, $2, S3, S4, S5}

2. To create an overall bell shape, the distribution that its location is in the middle should have
the most number of elements compared to the rest. Moving away from the middle, the number
of elements should decrease. Therefore to find the number of elements drawn from each Cauchy
distribution, p is divided into 5 unequal parts, q; to gs.

3. For j =1,...,5, sample ¢; elements from Cauchy(l;, s;).

4. If any of the elements is far from the location of the distribution (|element — [;| > 6s;),
that element is replaced by the value of the location (I;) of the distribution. This is done to
create higher peaks in the data. Cauchy distribution has a heavier tail compared to Gaussian
distribution which is the reason behind choosing the Cauchy distribution in this part. This
implies a higher probability of extreme sample and a higher chance to replace an element with
the value of the location, hence a higher peak.

31



Ay
A
XMulti—modal = . )

An

where Ai = {0171 U Oi,Q U 07;73 U 01‘74 U Oi,5} for all i = 1, N

{Cl,l U Cl,Q U 01,3 U 01,4 U C’1,5}
{02,1 U 02,2 U 02,3 U 02,4 U 02,5}

XMulti-modal = )

{Cn,l U On,2 U On,3 U Cn,4 U Cn,s}

where C; j = {ai1,0:2,...,a;4,} foralli=1,...,n, j=1,...,5 and Z?:I g; = p. The elements
a;,q; are drawn from Cauchy(l;, s;).

Figure 14 shows histograms belong to two multi-sets with same number of elements(p = 1000),
where the elements belong to two different five-modal Cauchy distributions. These two multi-sets
represent two classes out of ten classes in this data-set.
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(a) Histogram of an observation from Xasyuiti—Modar  (b) Histogram of an observation from X aruiti— Modal

Figure 14: Multi-sets with multi-modal distributions: Each
histogram describes a multi-set with 1000 elements that are
drawn from a certain five-modal Cauchy distribution. Both
histograms have sharp peaks and the overall shape is like a bell
curve.
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4.2 Hyperparameter optimization

There are two types of parameters in any machine learning model. One type that can be estimated
when the models are being trained such as the coefficients in the LR, and SVM models. The other
ones, also known as hyperparameters, are required to be set before training the models as they define
the amount of regularization of the model, for instance, the parameter A from the shrinkage penalty
that is added to the cost functions of the logistic regression and the hyperparameters C' and - from
the SVM model.

The hyperparameters control the learning process of the model and therefore it is important to
find an optimal value for them to get the best possible performance of the model. In other words,
we need to search for the hyperparameters that lead the models to a low test error.

Grid search is one of the most commonly used methods in hyperparameter optimization [10].
This method trains and validates models for all possible combinations of the values for all the
hyperparameters that are used in the model. This could be a disadvantage if the search space is too
large [14].

When training and validating each model via grid search, a loss function needs to be defined
to compare the performance of the models. In this report, cross-entropy is selected for the loss
function. The reason behind choosing cross-entropy is that this loss function is not dependent on
whether the model correctly classify an observation or not. Rather, it measures the uncertainty of
the model in predicting the correct class by using probability. Cross-entropy loss is defined as

n k
1
C -ent I = —— i’l ig\Li))s
ross-entropy loss ” E E Yij og(p 3(55 ))

i=1j=1

where n is the number of data points and y;; is the true probability of x; belonging to class j.
The value of y;; is 1 if x; is correctly classified, otherwise y;; takes the value 0. And p;;(z;) is the
predicted probability of x; belonging to class j.

As mentioned in Sub-section 2.1.2, SVM finds the optimal separating hyperplane and does not
find a probability of each data point belonging to a class. To use cross-entropy loss in tuning the
hyperparameter of SVM, the method predict_proba is used from the scikit-learn library. This
method uses platt scaling to transform the output of SVM into probabilities. Platt scaling works
by fitting a logistic regression model to a classifier’s output [2].

For each data point x; in the data-set, platt scaling finds the probability of x; belonging to a
certain class given the classifier scores f(z;). The classifier score is f(z;) = 8o+ Bz} where 3y is the
intercept and  is the coefficients of the separating hyperplane. For example in a binary classification
case, the probability of z; belong to class 1, given f(z;) is defined as

1
=1lx;) = ,
ply = L) 1+ exp(Af(x;) + B)
where A and B are the parameters to be estimated by logistic regression.

For validating models 5-fold cross-validation(CV) is used. 5-fold cross-validation is performed
by randomly dividing the observations into 5 equal-size groups(folds). The first fold is the validation
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set and the model is fit on the remaining 4 folds. The cross-entropy is calculated for the first fold. this
is repeated 5 times, each time a different fold is used as a validation set. The 5-fold cross-validation
estimates the test error by averaging the cross-entropy.

Optimal value for A

The parameter A from the shrinkage penalty A>-"_, ||3;]|* in Equation (14) controls the regularization
to reduce the risk of over-fitting. The parameter A in the L2-regularization controls the values of the
coefficients in the logistic regression. The higher values of A lead to a model with smaller coefficients,
such a model has high bias and lower variance. As the value of \ decreases the models will be less
biased and have higher variance.

Figure 15 illustrates the cross-validation error for the LR model for different values of A. The
model is trained by features constructed by the moments approach using X g, nq4eq Where the number
of features(m) is 5 and the number of elements(p) in multi-sets is 100. The blue line represent the
CV error and the bars represents the standard error for CV at each point. As you can see the higher
values of A lead to lower CV error. The best model is chosen by the one standard error rule, and
the value of A\ for that model is the optimized value of the hyperparameter.
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Figure 15: CV error for different values of A in LR: The blue line
represents the CV error for the different values of A. The model is
trained by features constructed by the moments approach using
X Bunded Where the number of features(m) is 5 and the number
of elements(p) in multi-sets is 100. The higher values of A lead to
a model with smaller coefficients, which has high bias and lower
variance. As the value of A decreases (moving along the x-axis)
the models will be less biased and have higher variance. Using the
one standard error rule, the best model is the one with A = 0.1.

Optimal value for \ and v
The parameter A from the shrinkage penalty, %||ﬁ||27 in Equation (10) controls the regularization to
reduce the risk of over-fitting. The parameter \ = % controls the margins, higher values of C lead

to higher tolerance for misclassification and result in higher bias but lower variance.

The parameter v from the kernel of SVM in Equation (12) controls which points should be
considered similar based on the distance between them. Low values of v mean every point has far
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reach, this means that even far away points affect the decision boundary and result in smoother
decision boundaries and a model with higher bias but lower variance.

Figure 16 illustrates the cross-validation error for the SVM model to find the optimal values for
C and 7. The model is trained by features constructed by the moments approach using X pynded
where the number of features(m) is 5 and the number of elements(p) in multi-sets is 100. Each line
in Figure 16 represent the CV error for different values of . Using one standard error rule, the
model with C =1 and v = 1 which is highlighted in green is chosen.

CV error

Figure 16: CV error for different values of C' and v in SVM:
The different lines represent CV errors corresponding to a certain
~ value. The model is trained by features constructed by
the moments approach using Xpunded« Where the number of
features(m) is 5 and the number of elements(p) in multi-sets
is 100. The smaller values of + result in having smoother
decision boundaries. This leads to a model with higher bias and
lower variance. Higher values for C' give a higher tolerance for
misclassification to the model and result in higher bias but lower
variance. The model with the lowest cross-validation error is
highlighted in red. Using one standard error rule, the model
with C' =1 and v = 1 which is highlighted in green is chosen.
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4.3 Evaluation of feature construction methods

In this section, the performance of classifiers that are trained by features that are constructed
by methods mentioned in Section 3 is investigated. The feature construction methods applied
to different data-sets is investigated to understand the strengths and weaknesses of each feature
construction method.

The performance of the classifiers shows similar behaviors, indicating with an adequate number
of elements(p) in each multi-set, the features constructed by all four methods can successfully train
a classifier that performs well. The performance of classifiers is measured by accuracy, which is
calculated as the percentage of correctly classified multi-sets. The details on the results can be
found in figures in Appendix A.

All the figures in this section visualize the test accuracy, where the lines show how the accuracy
of LR or SVM models changes for different numbers of constructed features(m). Each line represents
a distinct number of elements(p) in the multi-sets and the shaded area around each line represents
the standard error of the accuracy.

In general, the accuracy of models is very low when using only one constructed feature(m = 1)
in training them. The accuracy increases by adding more constructed features(m) in training the
models, however, at some point adding more constructed features does not improve the accuracy.
The number of constructed features in which the saturation occurs varies based on the number of
elements(p) in each multi-set.

Figure 17 visualizes the results of LR models trained with features constructed by the moments
approach. Consider the brown line that represents the accuracy of the model for p = 1000, the
accuracy increases when the number of constructed features used in training the model increases
from one to four. However, as you can see after m = 4, adding more constructed features does not
improve the models. The models with a lower value of p saturate at a higher number of constructed
features(m). For example, the model for p = 500 , the purple line, saturates at m = 5.
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Figure 17: The accuracy increases as the number of features(m) increases, until a
point of saturation: The brown line represents the accuracy of the model for p = 1000,
the accuracy is at its lowest when using only one feature(m = 1), but it increases as
more features are used in training. However, after having four features, adding more
features does not improve the accuracy.
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In general, the classification results are more accurate when the number of elements(p) in the
multi-sets is higher. With more data points, more information can be captured by different feature
construction methods, hence the features are better with higher number of elements(p).

An example of the effect of higher values of p on the accuracy is illustrated in Figure 18 which
compares the results of LR models that are trained using features constructed by KDE on two
different data-sets. Both Figure 18a and Figure 18b represent the results for data-sets with elements
drawn from the same distributions. The only difference between the data-sets, is that the multi-sets
from Figure 18a have the same number of elements(p), while the multi-sets from Figure 18b have
varying numbers of elements(between 1 to p) which are in total less.

Consider the brown lines from Figure 18a and Figure 18b. The model in Figure 18a is trained
on features constructed from X poundeq- This data-set contains multi-sets with the same number of
elements(p = 1000). On the other hand, the model in Figure 18b is trained on features constructed
from Xpoundedpiez- This data-set contains multi-sets with a varying number of elements(p from 1
to 1000).
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Figure 18: A higher number of elements(p) in multi-sets
results in higher accuracy: With higher values of p, the density
estimation methods can capture more information on the data-
set, hence the constructed features would be more meaningful.
Using better features in training models increases the accuracy.
The data-set Xpounded—Fiez has lower data points compared
to XBoundeda by its definition, and this explains the lower
performance of the models in Figure 18b compared to the models
in Figure 18a. The LR models that are trained with features that
are constructed using more data points have higher accuracy.

So far two general observations have been discussed, in the following sub-sections the discussion
is more specified on each feature construction method.
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4.3.1 Moments approach

Moments are sensitive to outliers, therefore is it expected that the moments approach performs
better in the absence of extreme values in the data-set. Therefore, this method can construct better
features that enable the classifiers to perform better for X poundea compared to X geqvy—Tailed-

Figure 19 visualizes the accuracy of SVM models on different data-sets. These models are
trained using features constructed by the moments approach. Comparing Figure 19a and Figure
19b, you can see the accuracy of the models is higher for models applied on X goyndeq- The data in
X Heavy—Tailed 1s Tight skewed due to the existence of extreme values in it. Hence, the moments have
high variability and the features constructed by the moments are not able to enable the classifiers
to perform well.
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Figure 19: Moments approach performs better when there are
no outliers in the data: Figure 19a shows the accuracy of SVM
models for X poundea and Figure 19b shows the accuracy of SVM
models for Xpeavy—Taited. As the figures show, the models
perform much better with X gounded-

Log transformation can help to avoid the limitation of the moments approach regarding the
existence of outliers. Log transformation reduces the impact of outliers in the data-set. The log
function changes the large values to smaller ones, this reduces the skewness of the data-set. With the
absence of outliers, the moments approach can construct features that enable the model to achieve
high accuracy.

In this report, log transformation is applied by using loglp() function from the NumPy library.
This function returns In(1 + x) for all « that is given to it. The reason to choose a function that
returns In(1 + ) rather than In(z) is that lim,_,o In(z) = co and in there exists values closed to 0 in
the data-sets. By adding 1 we make sure that the log transformation does not create a big negative
value in the transformed data-set.

Figure 20 shows how the log transformation of the data before feature construction can increase
the accuracy.
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Figure 20: Log transformation of the data-set can reduce the
impact of outliers in the data: Existence of outliers can impact
the quality of features constructed by the moments approach. To
avoid the effect outliers, log transformation can be applied to the
data-set. This Figure shows how the accuracy of SVM models
for XHeavy—Tailed can be improved by log transformation. You
can compare this figure with Figure 19b. Both figures visualize
the accuracy of SVM models on Xpgeqvy—Tailed, however log
transformation was done on Xgeqvy—Taitea in Figure 20 before
feature construction.

The first two moments are meaningful numerical descriptive measures of a distribution [20].
Therefore the features which are constructed by these two moments have higher importance compared
to features constructed by other moments. To see the importance of the first two moments, an
experiment was done on Xpgoundeq by standardizing the data-set. Standardized data have 0 mean
and unit variance, this makes the features that are constructed from the first two moments to be
the same for all observations, meaning they cannot be used for separating different classes from each
other.

Figure 21 visualizes this experiment. Figure 21a shows the accuracy of SVM models on
X Bounded- This data-set was standardized before feature construction, and the result of the models
using this standardized data in training is visualized in Figure 21b. As you can see in Figure 21b,
the models perform poorly when the number of features(m) used in training them is below three.
However after adding more features the performance of models improves significantly. However, the
accuracy of models is much lower in Figure 21b compared to the models in Figure 21a for the same
number of elements(p) in the multi-sets and the number of constructed features(m).
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Figure 21: The first two moments construct important features:
Figure 21a shows the accuracy for Xpoundea and Figure 21b
shows the accuracy for the same data-set when the data-set was

standardized before feature construction. These models perform
poorly when the number of features(m) used in training them is
below three. By adding more features the performance of models
improves significantly. However, the accuracy of models in Figure
21b does not reach the level of accuracy in Figure 21a.
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4.3.2 Kernel density estimation

In KDE, the bandwidth of the kernel is fixed across all the data points belonging to a multi-set.
This could lead to failure in finding an optimal kernel bandwidth in case of the existence of extreme
values. Figure 22 visualizes this case.

Figure 22 shows the accuracy of LR model results with features constructed by KDE on
XHeavy—Tailed- Figure 22a shows that all the models for different number of elements(p) have
relatively low performance which can be the explained by existence of outliers in X geqvy—Tailed-

To reduce the effect of outliers, log transformation is performed on Xpgequy—raited before feature
construction (similar to Sub-section 4.3.1). Figure 22b shows the accuracy of models on log transformation
XHeavy—Tailed- As you can see the accuracy improved significantly.
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Figure 22: Sensitivity of kernel bandwidth to extreme values:
The existence of extreme values could lead to failure in finding
an optimal kernel bandwidth. However, this could be avoided
by log transformation of data-set before feature construction to
reduce the effect of extreme values. Comparing Figure 22a and
Figure 22b shows how log transformation of the data-set before
features construction can reduce the effect of extreme values on
choosing the kernel bandwidth.
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4.3.3 Empirical cumulative distribution function

Based on how features are constructed using ECDF, explained in Section 3.3, the first two features
contain information on the lower and upper bound of the underlying data-set. These features might
not be very useful in cases where all of the observations are bounded in the same interval as these
features will not enable the models to learn of the differences between observations. Figure 23 shows
the accuracy of SVM models trained by features constructed by ECDF on Xpgoundeq- YOUu can see
the significant improvement when the number of features(m) increases from two to three.
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Figure 23: Using ECDF, more features are needed to reach

high accuracy: The accuracy of SVM models is relatively low for

models being trained by only two features. However, the accuracy

increases and reaches a good level with more features. As you can

see there is a big increase in the accuracy of all models in this

figure when the number of constructed features(m) increases from
2 to 4.

This method is easier to use compared to KDE, as there is no need to estimate the kernel width
and no need to estimate the support of data. In addition to that, ECDF performs well even with
the existence of outliers in the data-set. Figure 24 shows the accuracy of SVM models trained by
features constructed by ECDF on Xpequy—Taited- As you can see, ECDF performs well on this
data-set that contains extreme values in contrast to the models from Figure 22a.
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Figure 24: ECDF performs well even with the existence of
outliers: With a high number of elements(p) in the multi-
sets, ECDF can construct features that could train a classifier
successfully even with low number of constructed features(m).
When the number of elements(p) is below 100, this method
requires more features to perform well. For example for p = 50
the models requires at least 5 features m =5
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4.3.4 Empirical characteristic function

The characteristic function uniquely determines the distribution function [12]. This explains why
models trained by features constructed by ECF have high accuracy even with a low number of
features(m). Figure 25 represents the accuracy of SVM models trained by features constructed by
ECF on Xpounded- As you can see the models in Figure 25 require few number of constructed
features(m) to achieve a high accuracy.
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Figure 25: The models trained by features constructed by ECF, perform
well with a low number of features(m): As you can see, the models with an
adequate number (p > 50) of elements(p) in the multi-sets require only 2
constructed features(m) to achieve a high level of accuracy. The number of
elements(p) in the multi-sets is an important factor in constructing features,
as you can see the models that are presented by the blue and the orange lines
never reach a high level of accuracy regardless of the number of constructed
features(m) used in training them.

The existence of outliers do not affect the performance of the features constructed by ECF.
Figure 26 shows the accuracy of SVM models trained by features constructed by ECF on Xy eqvy—Tailed-
As you can see, ECF performs well on this data-set that contains extreme values in contrast to the
models from Figure 22a or models from Figure 19b.
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Figure 26: ECF performs well even with the existence of outliers:
With higher number of elements(p) in the multi-sets, ECF can construct
features that could train a classifier successfully with only few number of
features(m). For example the brown line that represent models with the
number of elements(p) 1000 reaches the accuracy level of 100% with only
two constructed features(m).

For lower number of elements(p) in the multi-sets, the models require more
constructed features(m) to perform well. For example for p = 10 (the models
presented by the orange line) the models requires at least 5 features m = 5.
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5 Conclusion and Future Work

In this report, constructing features with different methods was empirically compared using classifiers.
The quality of the features was measured by the accuracy of the classification. Based on the results,
all of the methods mentioned in this report can construct meaningful features from unordered multi-
sets.

Each method has its advantages and limitations, and the best method for each data-set should
be chosen according to the characteristics of the data-set. It is crucial to understand the data-set
well before choosing the suitable method for feature construction.

The moments approach performs well in most cases except in the case of the existence of
outliers in the data-set. The reason behind dropping the performance in this case is that moments
are sensitive to outliers. Therefore, this method is not recommended to use in case of the existence
of extreme values in the data-set.

Similar to the moments approach, KDE performs well in most cases but it struggles with the
existence of extreme values in the data-set. However, a data-set that contains outliers could be
log transformed to reduce the negative impact of outliers in feature construction. As mentioned in
Section 4, both the moments approach and KDE perform well when log transformation is applied
to the data-set before feature construction.

ECDF performs well in all cases. Using this method for feature construction has some advantages
over KDE. In ECDF there is no need to estimate the kernel width or the support of data. ECDF
uses the range of data that is fixed and always between 0 and 1. Another advantage of using ECDF
compared to the moment approach and KDE is that it is not sensitive to outliers.

ECDF performs well in all cases. The performance of features constructed by ECF is not
affected by the existence of outliers in the data. In addition to that, models trained by features
constructed by ECF have better accuracy even with a low number of features compared to models
trained by features constructed by other methods.

In this report two different classifiers were used to evaluate the different feature construction
method. However, using a classifier to evaluate the quality of features, limits the evaluation result
to be relevant to only classification methods.

As a future work, more generalized ways for evaluating the feature construction methods can
be explored. One method is to use a similarity measure. The idea is that if two multi-sets are
similar (belong to the same class), the feature vectors constructed from those multi-sets should also
be similar.

Similarity can be measured by distance and there exist different statistical distance measures,
such as Kullback-Leibler (KL) divergence or Wasserstein distance. Such a measure enables the
evaluation of how each method preserves the information in the data in a more general way. Using
a similarity measure, a feature construction method preserves the information well if the distance
between multi-sets is highly correlated with the distance between the feature vectors constructed
from them.
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A  Appendix

Moments approach

SVM results
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Figure 27: SVM results: Accuracy of SVM models for different number of elements(p) in multi-sets and
number of features(m) constructed, where the features are constructed by moments approach.
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Logistic regression results
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Figure 28: Logistic regression results: Accuracy of logistic regression models for different number of
elements(p) in multi-sets and number of features(m) constructed, where the features are constructed by
moments approach.
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Kernel density estimation

SVM results
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Figure 29: SVM results: Accuracy of SVM models for different number of elements(p) in multi-sets and
number of features(m) constructed, where the features are constructed by KDE.
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Logistic regression results
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Figure 30: Logistic regression results: Accuracy of logistic regression models for different number of
elements(p) in multi-sets and number of features(m) constructed, where the features are constructed by

KDE.
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Empirical cumulative distribution function

SVM results
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Figure 31: SVM results: Accuracy of SVM models for different number of elements(p) in multi-sets and
number of features(m) constructed, where the features are constructed by ECDF.

52




Logistic regression results

104
0.9 4
0.8 -
0.7 1
=
a 0.6 1
a 0_5 q /W/—N‘\
E
0.4 4 /_\——.-—A\_.‘a——,———-\__-—‘_
03 A
07 - MNumber of Elements in Multi-sets{p}
— 5 — 50 — 500
017 0 — 100 — 1000
00 T T T T T T T T T T
2 4 B 8 10 1z 14 16 13 20
Number of Constructed Features{m]
(a) XBounded
10 A
0.9~
0.8
0.7
-
a 0.6 1
2 05
o
0.4
0.3
02 Number of Elements in Multi-sets{p)
— 5 — 50 — 500
011 W — 100 — 1000
0.0 T T T T T T T T T T
2 4 3 8 10 1z 14 16 15 20

Figure 32: Logistic regression results: Accuracy of Logistic regression models for different number of
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Figure 33: SVM results: Accuracy of SVM models for different number of elements(p) in multi-sets and
number of features(m) constructed, where the features are constructed by ECF.
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Figure 34: Logistic regression results: Accuracy of Logistic regression models for different number of
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